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The book is intended to provide a thorough grounding in tensor-based theory of elasticity, which is rigorous in treatment but limited in scope. It is directed to advanced undergraduate and graduate students in civil, mechanical or aeronautical engineering who may ultimately pursue more applied studies. It is also hoped that a few may be inspired to delve deeper into the vast literature on the subject. A one-term course based on this material may replace traditional Advanced Strength of Materials in the curriculum, since many of the fundamental topics grouped under that title are treated here, while those computational techniques that have become obsolete due to the availability of superior, computer-based numerical methods are omitted.
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CHAPTER 1

Introduction and Mathematical Preliminaries

1.1 Scope

The theory of elasticity comprises a consistent set of equations which uniquely describe the state of stress, strain and displacement at each point within an elastic deformable body. Solutions of these equations fall into the realm of applied mathematics, while applications of such solutions are of engineering interest. When elasticity is selected as the basis for an engineering solution, a rigor is accepted that distinguishes this approach from the alternatives, which are mainly based on the strength of materials with its various specialized derivatives such as the theories of rods, beams, plates and shells. The distinguishing feature between the various alternative approaches and the theory of elasticity is the pointwise description embodied in elasticity, without resort to expedients such as Navier's hypothesis of plane sections remaining plane.

The theory of elasticity contains equilibrium equations relating the stresses; kinematic equations relating the strains and displacements; constitutive equations relating the stresses and strains; boundary conditions relating to the physical domain; and uniqueness constraints relating to the applicability of the solution. Origination of the theory of elasticity is attributed to Louis-Marie-Henri Navier, Simon-Denis Poisson and George Green in the first half of the 19th century [1.1].

In subsequent chapters, each component of the theory will be developed in full from the fundamental principles of physics and mathematics. Some limited applications will then be presented to illustrate the potency of the theory as well as its limitations.

1.2 Vector Algebra

A vector is a directed line segment in the physical sense. Referred to the unit basis vectors \((e_x, e_y, e_z)\) in the Cartesian coordinate system \((x, y, z)\), an arbitrary vector \(A\) may be written in component form as
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Alternately, the Cartesian system could be numerically designated as 

\[ \mathbf{A} = A_x \mathbf{e}_x + A_y \mathbf{e}_y + A_z \mathbf{e}_z. \]  

(1.1)  

The latter form is common in elasticity. An example is vector \( \mathbf{r} \) in Fig. 1.1, where the unit vectors \( \mathbf{e}_1, \mathbf{e}_2, \) and \( \mathbf{e}_3 \) are identified [1.2].

Beyond the physical representation, it is often sufficient to deal with the components alone as ordered triples,

\[ \mathbf{A} = (A_1, A_2, A_3). \]  

(1.3)  

The length or magnitude of \( \mathbf{A} \) is given by

\[ |\mathbf{A}| = \sqrt{A_1^2 + A_2^2 + A_3^2}. \]  

(1.4)  

Vector equality, addition, and subtraction are trivial. Vector multiplication has two forms. The *inner*, *dot*, or *scalar* product is

\[ C = \mathbf{A} \cdot \mathbf{B} \]

\[ = A_1 B_1 + A_2 B_2 + A_3 B_3 \]

\[ = |\mathbf{A}| |\mathbf{B}| \cos \theta_{AB}. \]  

(1.5)  

Additionally, there is the *outer*, *cross*, or *vector* product
\[ C = \mathbf{A} \times \mathbf{B} \]
\[ = (A_2 B_3 - A_3 B_2) \mathbf{e}_1 + (A_3 B_1 - A_1 B_3) \mathbf{e}_2 + (A_1 B_2 - A_2 B_1) \mathbf{e}_3, \quad (1.6) \]

which is conveniently evaluated as a determinant

\[
C = \mathbf{A} \times \mathbf{B} = \begin{vmatrix}
\mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\
A_1 & A_2 & A_3 \\
B_1 & B_2 & B_3
\end{vmatrix};
\]

\(C\) is perpendicular to the plane containing \(\mathbf{A}\) and \(\mathbf{B}\).

1.3 Scalar and Vector Fields

1.3.1 Definitions

A scalar quantity expressed as a function of the Cartesian coordinates such as

\[ f(x_1, x_2, x_3) = \text{constant} \quad (1.7) \]

is known as a scalar field. An example is the temperature at a point.

A vector quantity similarly expressed, such as \(\mathbf{A}(x_1, x_2, x_3)\), is called a vector field. An example is the velocity of a particle. We are concerned with changes or derivatives of these fields.

1.3.2 Gradient

The gradient of a scalar field \(f\) is defined as

\[ \nabla f = \frac{\partial f}{\partial x_1} \mathbf{e}_1 + \frac{\partial f}{\partial x_2} \mathbf{e}_2 + \frac{\partial f}{\partial x_3} \mathbf{e}_3 \]

\[ = \left( \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_2}, \frac{\partial f}{\partial x_3} \right), \quad (1.8) \]

\(\nabla f\) is a vector point function which is orthogonal to the surface \(f = \text{constant}\), everywhere. Conversely, the components of \(\nabla f\) may be found by the appropriate dot product, for example,

\[ \frac{\partial f}{\partial x_1} = \mathbf{e}_1 \cdot \nabla f \quad (1.9) \]

1.3.3 Operators

The del operator \(\nabla\) may be treated as a vector

\[ \nabla() = \frac{\partial ()}{\partial x_1} \mathbf{e}_1 + \frac{\partial ()}{\partial x_2} \mathbf{e}_2 + \frac{\partial ()}{\partial x_3} \mathbf{e}_3, \quad (1.10a) \]

while the higher-order scalar operators are written as
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\[ \nabla^2 ( \cdot ) = \nabla \cdot \nabla ( \cdot ) = \frac{\partial^2}{\partial x_1^2} ( \cdot ) + \frac{\partial^2}{\partial x_2^2} ( \cdot ) + \frac{\partial^2}{\partial x_3^2} ( \cdot ) \quad (1.10b) \]

and

\[ \nabla^4 ( \cdot ) = \nabla^2 [\nabla^2 ( \cdot )] = \frac{\partial^4}{\partial x_1^4} ( \cdot ) + \frac{\partial^4}{\partial x_2^4} ( \cdot ) + \frac{\partial^4}{\partial x_3^4} ( \cdot ) + 2 \frac{\partial^4}{\partial x_1^2 \partial x_2^2} ( \cdot ) + 2 \frac{\partial^4}{\partial x_1^2 \partial x_3^2} ( \cdot ) + 2 \frac{\partial^4}{\partial x_2^2 \partial x_3^2} ( \cdot ) \quad (1.10c) \]

and are used frequently in the following chapters. The operators are particularly useful because the operation performed is independent of any particular coordinate system, or invariant. However, the forms given in Eqs. (1.10) are for Cartesian coordinates; for curvilinear coordinates, such as cylindrical coordinates, the operators must be appropriately transformed. This is developed in Sec. 7.4.

### 1.3.4 Divergence

The divergence of a vector field \( \mathbf{A} \) is defined as

\[ \text{div} \mathbf{A} = \nabla \cdot \mathbf{A} = \frac{\partial A_1}{\partial x_1} + \frac{\partial A_2}{\partial x_2} + \frac{\partial A_3}{\partial x_3}, \quad (1.11) \]

which is a scalar conveniently written as \( \Delta A \).

### 1.3.5 Curl

Since two forms of vector multiplication exist, it is natural to expect another derivative form of \( \mathbf{A} \). The curl of \( \mathbf{A} \) is defined as

\[ \text{curl} \mathbf{A} = \nabla \times \mathbf{A} = \begin{vmatrix}
\mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\
\frac{\partial ( \cdot )}{\partial x_1} & \frac{\partial ( \cdot )}{\partial x_2} & \frac{\partial ( \cdot )}{\partial x_3} \\
A_1 & A_2 & A_3
\end{vmatrix} \quad (1.12) \]

in determinant form.

### 1.3.6 Integral Theorems

Two integral theorems relating vector fields are particularly useful for transforming between contour, area and volume integrals: Green's theorem and the Divergence theorem.
Considering two functions \( P(x, y) \) and \( Q(x, y) \) which are continuous and have continuous first partial derivatives (\( C^1 \) continuous) in a domain \( D \), Green's theorem states that

\[
\oint_C (P \, dx + Q \, dy) = \int_A (Q_x - P_y) \, dx \, dy
\]  
(1.13)

where \( A \) is a closed region of \( D \) bounded by \( C \).

Considering a continuously differentiable vector point function \( \mathbf{G} \) in \( D \), the divergence theorem states that

\[
\iiint_V \nabla \cdot \mathbf{G} \, dV = \iint_A \mathbf{n} \cdot \mathbf{G} \, dA
\]  
(1.14)

where \( V \) is the volume bounded by the oriented surface \( A \) and \( \mathbf{n} \) is the positive normal to \( A \).

### 1.4 Indicial Notation

One of the conveniences of modern treatments of the theory of elasticity is the use of shorthand notation to facilitate the mathematical manipulation of lengthy equations.

Referring to the ordered triple representation for \( \mathbf{A} \) in Eq. (1.3), the three Cartesian components can be symbolized as \( A_i \), where the subscript or index \( i \) is understood to take the sequential values 1, 2, 3. If we have nine quantities, we may employ a double subscripted notation \( D_{ij} \), where \( i \) and \( j \) range from 1 to 3 in turn. Later, we will associate these nine components with a higher form of a vector, called a tensor. Further, we may have 27 quantities, \( C_{ijk} \), etc.

While \( i \) and \( j \) range as stated, an exception is made when two subscripts are identical, such as \( D_{jj} \). The Einstein summation convention states that a subscript appearing twice is summed from 1 to 3. No subscript can appear more than twice. As an example, we have the inner product, Eq. (1.5), rewritten as

\[
A_i B_i = \sum_{i=1}^{3} A_i B_i
\]

\[
= A_1 B_1 + A_2 B_2 + A_3 B_3. \quad \text{(a)} \]  
(1.15)

Also,

\[
D_{jj} = D_{11} + D_{22} + D_{33}. \quad \text{(b)} \]  
(1.15)

It is apparent from the preceding examples that there are two distinct types of indices. The first type appears only once in each term of the equation and ranges from 1 to 3. It is called a free index. The second type appears twice in a single term and is summed from 1 to 3. Since it is immaterial which letter is used in this context, a repeated subscript is called a dummy index. That is, \( D_{ii} = D_{jj} = D_{kk} \).
From the preceding discussion, it may be deduced that the number of individual terms represented by a single product is $3^k$, where $k$ is the number of free indices.

There are some situations in which double subscripts occur where the summation convention is not intended. This is indicated by enclosing the subscripts in parentheses [1.3]. For example, the individual components $D_{11}$, $D_{22}$ and $D_{33}$ could be represented by $D_{ii}$.

The product of the three components of a vector is expressed by the Pi convention:

$$\prod_{i=1}^{3} A_i = A_1 A_2 A_3.$$  \hspace{1cm} (1.16)

Partial differentiation may also be abbreviated using the comma convention

$$\frac{\partial A_i}{\partial x_j} = A_{i,j}.$$  \hspace{1cm} (1.17a)

Since both $i$ and $j$ are free indices, Eq. (1.17a) represents $3^2 = 9$ quantities. With repeated indices,

$$\frac{\partial A_i}{\partial x_i} = A_{i,i}$$

$$= \Delta A$$  \hspace{1cm} (1.17b)

as defined in Eq. (1.11).

Further,

$$\frac{\partial D_{ij}}{\partial x_j} = D_{i,j}$$

$$= D_{i1,1} + D_{i2,2} + D_{i3,3},$$  \hspace{1cm} (1.17c)

which takes on $3^1 = 3$ values for each $i = 1, 2, 3$. This example combines the summation and comma conventions.

### 1.5 Coordinate Rotation

In Fig. 1.1 (see [1.2]), we show a position vector to point $P$, $\mathbf{r}$, resolved into components with respect to two Cartesian systems, $x_i$ and $x'_j$, having a common origin. The unit vectors in the $x'_j$ system are shown as $\mathbf{e}'_i$ on the figure.

First, we consider the point $P$ with coordinates $P(x_1, x_2, x_3) = P(x_i)$ in the unprimed system and $P(x'_1, x'_2, x'_3) = P(x'_j)$ in the primed system. The linear transformation between the coordinates of $P$ is given by

$$x'_1 = \alpha_{11} x_1 + \alpha_{12} x_2 + \alpha_{13} x_3$$

$$x'_2 = \alpha_{21} x_1 + \alpha_{22} x_2 + \alpha_{23} x_3$$

$$x'_3 = \alpha_{31} x_1 + \alpha_{32} x_2 + \alpha_{33} x_3$$  \hspace{1cm} (a) (1.18)
or

\[ x'_i = \alpha_{ij} x_j \]  \\

(b) (1.18)

using the summation convention. Each of the nine quantities \( \alpha_{ij} \) is the cosine of the angle between the \( i \)th primed and the \( j \)th unprimed axis, that is,

\[ \alpha_{ij} = \cos(x'_i, x_j) = \frac{\partial x_j}{\partial x'_i} = e'_i \cdot e_j = \cos(e'_i, e_j) \]  \\

(1.19)

The \( \alpha_{ij} \)'s are known as direction cosines and are conveniently arranged in tabular form for computation:

\[
\begin{array}{ccc}
  x'_1 & x'_2 & x'_3 \\
  x_1 & \alpha_{11} & \alpha_{12} & \alpha_{13} \\
  x_2 & \alpha_{21} & \alpha_{22} & \alpha_{23} \\
  x_3 & \alpha_{31} & \alpha_{32} & \alpha_{33} \\
\end{array}
\]  \\

(1.20)

It is emphasized that, in general, \( \alpha_{ij} \neq \alpha_{ji} \). From a computational standpoint, Eq. (1.19) indicates that expressing the unit vectors in the \( x'_i \) coordinate system, \( e'_i \), in terms of those in the \( x_i \) system, \( e_i \), is tantamount to evaluating the corresponding \( \alpha_{ij} \) terms. A numerical example is given in Sections 2.2.6 and 2.4.3.

We next consider the position vector \( r \) and recognize that the components are related by Eq. (1.18). Conversely, any quantity which obeys this transformation law is a vector. This somewhat indirect definition of a vector proves to be convenient for defining higher-order quantities, Cartesian tensors.

From a computational standpoint, it is often convenient to carry out the transformations indicated in Eq. (1.18) in matrix form as

\[
\{x'\} = [R] \{x\},
\]

(1.21)

in which

\[
\{x'\} = \{x'_1 x'_2 x'_3\} \quad \text{(a)}
\]

\[
\{x\} = \{x_1 x_2 x_3\} \quad \text{(b)}
\]

\[
[R] = \begin{bmatrix}
  \alpha_{11} & \alpha_{12} & \alpha_{13} \\
  \alpha_{21} & \alpha_{22} & \alpha_{23} \\
  \alpha_{31} & \alpha_{32} & \alpha_{33}
\end{bmatrix}, \quad \text{(c)}
\]

\( [R] \) is called a rotation matrix.

### 1.6 Cartesian Tensors

A tensor of order \( n \) is a set of \( 3^n \) quantities which transform from one coordinate system, \( x_i \), to another, \( x'_i \), by a specified law, as follows:
<table>
<thead>
<tr>
<th>$n$</th>
<th>order</th>
<th>transformation law</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>zero (scalar)</td>
<td>$A_i' = A_i$</td>
</tr>
<tr>
<td>1</td>
<td>one (vector)</td>
<td>$A_i' = \alpha_{ij} A_j$</td>
</tr>
<tr>
<td>2</td>
<td>two (dyadic)</td>
<td>$A_ijkl = \alpha_{ik} \alpha_{jl} A_{kl}$</td>
</tr>
<tr>
<td>3</td>
<td>three</td>
<td>$A_ijk = \alpha_{im} \alpha_{jm} \alpha_{kn} A_{lmn}$</td>
</tr>
<tr>
<td>4</td>
<td>four</td>
<td>$A_i' = \alpha_{im} \alpha_{jn} \alpha_{kp} \alpha_{iq} A_{mpnq}$</td>
</tr>
</tbody>
</table>

Order zero and order one tensors are familiar physical quantities, whereas the higher-order tensors are useful to describe physical quantities with a corresponding number of associated directions.

Second-order tensors (dyadics) are particularly prevalent in elasticity and the transformation may be carried out in a matrix format, analogous to Eq. (1.21), as

$$[A'] = [R][A][R]^T, \quad (1.23)$$

in which

$$[A'] = \begin{bmatrix} A_{11}' & A_{12}' & A_{13}' \\ A_{21}' & A_{22}' & A_{23}' \\ A_{31}' & A_{32}' & A_{33}' \end{bmatrix} \quad (1.24)$$

and $[A]$ is similar. The superscript $T$ indicates the transpose operation.

Additional tensor operations are facilitated by the use of the Kronecker delta $\delta_{ij}$ defined such that
\[ \delta_{ij} = 1 \quad \text{if } i = j \]
\[ \delta_{ij} = 0 \quad \text{if } i \neq j \]

and the permutation symbol \( \varepsilon_{ijk} \) defined such that

\[ \varepsilon_{ijk} = \frac{1}{2}(i - j)(j - k)(k - i) \]

Thus

\[ \varepsilon_{ijk} = 0 \quad \text{if any two of } i, j, k \text{ are equal} \]
\[ \varepsilon_{ijk} = 1 \quad \text{for an even permutation (forward on the number line 1, 2, 3, 1, 2, 3, ...)} \]
\[ \varepsilon_{ijk} = -1 \quad \text{for an odd permutation (backward on the number line)} \]

Hence, \( \varepsilon_{112} = 0, \varepsilon_{231} = +1, \varepsilon_{321} = -1 \).

The Kronecker delta \( \delta_{ij} \) is used to change the subscripts in a tensor by multiplication, as illustrated in the following:

\[ \delta_{ij}A_i = \delta_{1j}A_1 + \delta_{2j}A_2 + \delta_{3j}A_3 = A_j \]
\[ \delta_{ij}D_{jk} = \delta_{i1}D_{1k} + \delta_{i2}D_{2k} + \delta_{i3}D_{3k} = D_{ik} \]
\[ \delta_{ij}C_{ijk} = \delta_{11}C_{11k} + \delta_{22}C_{22k} + \delta_{33}C_{33k} = C_{iik} = C_{ik} = A_k. \]

The last illustration, in which two subscripts in \( C_{ijk} \) were made identical by \( \delta_{ij} \), results in \( C_{ijk} \) being changed from a third- to a first-order tensor. This is known as contraction, and generally reduces the order of the original tensor by two.

The Kronecker delta \( \delta_{ij} \) is also useful in vector algebra and for coordinate transformations. Starting with the dot product of two unit vectors

\[ e_i \cdot e_j = \delta_{ij} \]

and seeking the component of a vector \( A = A_i e_i \) in the \( j \) direction, \( A_j \), we do the following:

\[ e_j \cdot A = (e_j \cdot e_i)A_i \]
\[ = \delta_{ji}A_i \]
\[ = A_j. \]

Next, we consider Eq. (1.29) for transformed coordinates:

\[ \delta_{ij} = e'_i \cdot e'_j \]
\[ = (\alpha_{ik}e_k) \cdot (\alpha_{jl}e_l) \]
\[ = \alpha_{ik}\alpha_{jl}e_k \cdot e_l \]
\[ = \alpha_{ik}\alpha_{jl}\delta_{kl} \]
\[ = \alpha_{ik}\alpha_{jk}. \]
Equation (1.31) is useful for demonstrating some important properties of direction cosines. First, taking $i = j$ and summing only on $k$, we get

$$1 = \alpha_{(i)k}\alpha_{(i)k} = \alpha_{i1}^2 + \alpha_{i2}^2 + \alpha_{i3}^2$$  \hspace{1cm} (1.32)

Expanding Eq. (1.32), we have

- $i = 1$: $\alpha_{11}^2 + \alpha_{12}^2 + \alpha_{13}^2 = 1$
- $i = 2$: $\alpha_{21}^2 + \alpha_{22}^2 + \alpha_{23}^2 = 1$
- $i = 3$: $\alpha_{31}^2 + \alpha_{32}^2 + \alpha_{33}^2 = 1$,

which is the normality property of direction cosines.

Then, taking $i \neq j$, we get

$$0 = \alpha_{ik}\alpha_{jk} = \alpha_{i1}\alpha_{j1} + \alpha_{i2}\alpha_{j2} + \alpha_{i3}\alpha_{j3}.$$  \hspace{1cm} (1.34)

Expanding Eq. (1.34), we have

- $i = 1, j = 2$: $\alpha_{11}\alpha_{21} + \alpha_{12}\alpha_{22} + \alpha_{13}\alpha_{23} = 0$
- $i = 1, j = 3$: $\alpha_{11}\alpha_{31} + \alpha_{12}\alpha_{32} + \alpha_{13}\alpha_{33} = 0$
- $i = 2, j = 1$: $\alpha_{21}\alpha_{11} + \alpha_{22}\alpha_{12} + \alpha_{23}\alpha_{13} = 0$
- $i = 2, j = 3$: $\alpha_{21}\alpha_{31} + \alpha_{22}\alpha_{32} + \alpha_{23}\alpha_{33} = 0$
- $i = 3, j = 1$: $\alpha_{31}\alpha_{11} + \alpha_{32}\alpha_{12} + \alpha_{33}\alpha_{13} = 0$
- $i = 3, j = 2$: $\alpha_{31}\alpha_{21} + \alpha_{32}\alpha_{22} + \alpha_{33}\alpha_{23} = 0$,

which is the orthogonality property of direction cosines.

The permutation symbol $\epsilon_{ijk}$ is useful for vector cross-product operations. If we take

$$\epsilon_{ijk}A_jB_ke_i = (\epsilon_{123}A_2B_3 + \epsilon_{132}A_3B_2)e_1 + (\epsilon_{213}A_1B_3 + \epsilon_{231}A_3B_1)e_2$$
$$+ (\epsilon_{312}A_1B_2 + \epsilon_{321}A_2B_1)e_3$$
$$\epsilon_{ijk}A_jB_ke_i = (A_2B_3 - A_3B_2)e_1 + (A_3B_1 - A_1B_3)e_2$$
$$+ (A_1B_2 - A_2B_1)e_3.$$  \hspace{1cm} (1.36)

we obtain an expression which is identical to Eq. (1.6). Thus, $\epsilon_{ijk}A_jB_k$ gives the components of $A \times B$.

### 1.9 Computational Examples

To illustrate computations and manipulations using Cartesian tensors, we present the following illustrations:
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(1) Show that $\delta_{ij}\delta_{jk} = \delta_{ik}$:

Expanding $\delta_{ij}\delta_{jk}$, we get

$$\delta_{ij}\delta_{jk} = \delta_{i1}\delta_{1k} + \delta_{i2}\delta_{2k} + \delta_{i3}\delta_{3k} = 1 \times \delta_{ik} \quad \text{for a selected}$$

$$i = 1, 2 \text{ or } 3$$

(2) Show that $\varepsilon_{ijk}A_jA_k = 0$:

Expanding $\varepsilon_{ijk}A_jA_k$, we find

$$\varepsilon_{ijk}A_jA_k = \varepsilon_{123}A_2A_3 + \varepsilon_{132}A_3A_2 + \varepsilon_{231}A_3A_1 + \varepsilon_{213}A_1A_3$$

$$+ \varepsilon_{312}A_1A_2 + \varepsilon_{321}A_2A_1$$

$$= +1 - 1 + 1 - 1 + 1 - 1$$

$$= 0.$$

(3) Prove that the product of two first-order tensors is a second-order tensor: Let $A_i$ and $B_j$ be two first-order tensors and $C_{ij}$ be their product, then

$$A_i = \alpha_{ik}A_k$$

$$B_j = \alpha_{jl}B_l$$

$$A_iB_j = \alpha_{ik}\alpha_{jl}A_kB_l = \alpha_{ik}\alpha_{jl}C_{kl} = C_{ij}$$

so that $C_{ij}$ transforms as a second-order tensor.

Exercises

1.1 Show that (after [1.2]):

(a) $\delta_{ij}\delta_{ij} = 3$

(b) $\varepsilon_{ijk}\varepsilon_{kij} = -6$

1.2 Prove that if $\delta_{ij} = \delta_{ij}$, then $\delta_{ij}$ is a second-order tensor (after [1.2]).

1.3 Prove that the product of a first- and a second-order tensor is a third-order tensor.

1.4 Two first-order tensors are related by

$$A_i = C_{ij}B_j.$$

Prove that $C_{ij}$ is a second-order tensor.

1.5 Show that if $B_i$ is a first-order tensor, $B_{i,j}$ is a second-order tensor [1.2].

1.6 If a square matrix $[C]$ has the property

$$[C]^{-1} = [C]^T$$

it is said to be orthogonal. This property is used in the derivation of Eq. (1.23). Show that the matrix of direction cosines $[A]$ is orthogonal.

1.7 Write the operator $\nabla^2( )$ defined in Eq. 1.10(b) in indicial notation.
References


CHAPTER 2

Traction, Stress and Equilibrium

2.1 Introduction

An approach to the solution of problems in solid mechanics is to establish relationships first between applied loads and internal stresses and, subsequently, to consider deformations. Another approach is to examine deformations initially, and then proceed to the stresses and applied loads. Regardless of the eventual solution path selected, it is necessary to derive the component relationships individually. In this chapter, the first set of equations, which describe equilibrium between external and internal forces and stresses, are derived.

2.2 State of Stress

2.2.1 Traction and Couple-Stress Vectors

A deformable body subject to external loading is shown in Fig. 2.1. There may be loads applied over the exterior, properly called *surface forces*, and loads distributed within the interior, known as *body forces*. An example of the latter is the effect of gravity which produces the *self-weight* of the body.

Focusing on an element with an area \( \Delta A_n \) on or within the body and oriented as specified by the unit normal \( \mathbf{n} \), we accumulate the resultant force \( \Delta F_n \) and moment \( \Delta M_n \). Both are vector quantities and are *not*, in general, parallel to \( \mathbf{n} \). Next, we seek the intensity of the resultants on the area \( \Delta A_n \) in the form [2.1]

\[
\lim_{\Delta A_n \to 0} \frac{\Delta F_n}{\Delta A_n} = \frac{dF_n}{dA_n} = T_n \\
\lim_{\Delta A_n \to 0} \frac{\Delta M_n}{\Delta A_n} = \frac{dM_n}{dA_n} = C_n,
\]

where \( T_n \) is known as the stress vector or *traction*, and \( C_n \) is called the *couple-stress vector*.
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Fig. 2.1. Deformable body under external loading (after Tauchert, Energy Principles in Structural Mechanics, McGraw–Hill, 1974). Reproduced with permission.

The elementary theory of elasticity proceeds on the assumption that $C_n = 0 \ [2.2]$, while the traction $T_n$ represents the stress intensity at the point for the particular orientation of area element specified by $n$. A complete description at the point requires that the state of stress be known for all directions, so that $T_n$ itself is necessary, but not sufficient, for this purpose.

### 2.2.2 Components of Stress

We now study an infinitesimal rectangular parallelepiped at the point in question and erect a set of Cartesian coordinates $x_i$ parallel to the sides, as shown in Fig. 2.2[2.1]. Corresponding to each coordinate axis is a unit vector $e_i$. Shown in the figure are the tractions $T_i$ acting on each face $i$, with the subscript chosen corresponding to the face normal $e_i$. It is again emphasized that, in general, $T_i$ is not parallel to $e_i$, which is perpendicular to the face of the parallelepiped.

Each traction may be written in terms of its Cartesian components in the form

$$T_i = \sigma_{ij} e_j, \quad (2.2)$$

Fig. 2.2. Components of stress (after Tauchert, Energy Principles in Structural Mechanics, McGraw–Hill, 1974). Reproduced with permission.
which is expanded explicitly into the three equations

\[ T_1 = \sigma_{11}e_1 + \sigma_{12}e_2 + \sigma_{13}e_3 \]  
(a)

\[ T_2 = \sigma_{21}e_1 + \sigma_{22}e_2 + \sigma_{23}e_3 \]  
(b)  
(2.3)

\[ T_3 = \sigma_{31}e_1 + \sigma_{32}e_2 + \sigma_{33}e_3. \]  
(c)

The coefficients \( \sigma_{11}, \sigma_{12}, \ldots, \sigma_{33} \) are known as components of stress or, simply, as stresses, while the entire array forms the stress tensor when the appropriate transformation rule is verified. The subscript and sign conventions for components of stress \( \sigma_{ij} \) are as follows:

1. The first subscript \( i \) refers to the normal \( e_i \) which denotes the face on which \( T_i \) acts.
2. The second subscript \( j \) corresponds to the direction \( e_j \) in which the stress acts.
3. The so-called normal or extensional components \( \sigma_{ii} \) are positive if they produce tension, and negative if they produce compression. The shearing components \( \sigma_{ij}(i \neq j) \) are positive if directed in the positive \( x_j \) direction while acting on the face with the unit normal \( +e_i \), or if directed in the negative \( x_j \) direction while acting on the face with unit normal \( -e_i \).

While it is sometimes vital to distinguish between tension and compression, the difference between the positive and negative shear directions is quite arbitrary for most materials. See Sections 11.4.3 and 11.4.4.

**2.2.3 Stress at a Point**

We are now in a position to pursue the main thrust of this section, and thus establish sufficient conditions to completely describe the state of stress at a point. We will show that this may be accomplished by specifying the tractions \( T_i \) on each of the three planes \( e_i \) which, by Eq. (2.3), is equivalent to specifying the nine components of stress \( \sigma_{ij} \). Then, if the traction \( T_n \) acting on any arbitrary element of surface, defined by an appropriate \( n \), may be evaluated, then the proposition is proved and the stress tensor \( \sigma_{ij} \), referred to any convenient Cartesian system, completely specifies the state of stress at the point.

The differential tetrahedron in Fig. 2.3[2.2] shows the traction \( T_n \) acting on the plane identified by \( n \), along with tractions on the faces indicated by \( e_i \) and the body force per unit volume \( f[2.1] \). The force on the sloping face is \( T_n dA_n \), while the force on each of the other faces is \( -T_i dA_i, \ i = 1, 2, 3 \), since they have unit normals in the negative \( e_i \) directions.

The areas of the planes are related by [2.3]

\[ dA_i = dA_n \cos(n, e_i) = dA_n n \cdot e_i \]  
(2.4)

so that

where

\[ \text{is the component of } \mathbf{n} \text{ in the } \mathbf{e}_i \text{ direction and also a direction cosine.} \]

Force equilibrium for the tetrahedron gives

\[ (2.5) \]

\[ (2.6) \]

is the component of \( \mathbf{n} \) in the \( \mathbf{e}_i \) direction and also a direction cosine.

Force equilibrium for the tetrahedron gives

\[ T_n dA_n - T_1 dA_1 - T_2 dA_2 - T_3 dA_3 + f(\frac{1}{3}h dA_n) = 0, \]  

where \( h \) is the height of the tetrahedron. Using Eq. (2.5), Eq. (2.7) becomes

\[ (2.8) \]

Next, resolving \( T_n \) into Cartesian components \( T_i \mathbf{e}_i \) and taking the limit as \( h \to 0 \), equilibrium is satisfied if

\[ (2.9) \]

The next step is to write \( T_i \) in terms of the stress components using Eq. (2.2). However, it is convenient first to change the dummy index on the r.h.s. of Eq. (2.9) from \( i \) to \( j \), thus

\[ T_i \mathbf{e}_i = T_i \mathbf{n}_i, \]  

which permits coefficients of \( \mathbf{e}_i \) in Eqs. (2.9) and (2.10) to be equated, yielding

\[ T_i = \sigma_{ji} n_j. \]  

Conversely, if the components $T_i$ are known, the magnitude of $T_n$ may be evaluated as

$$T_n = |T_n| = (T_i T_i)^{1/2}. \quad (2.12)$$

Since $T_n$ represents a component of traction acting on any arbitrary plane as defined by $n$, knowledge of the stress components referred to the Cartesian coordinates is indeed sufficient to specify completely the state of stress at the point. In Eq. (2.11), $T_i$ and $n_j$ are both components of vectors (order 1 tensors) so that the $\sigma_{ij}$ are components of an order 2 tensor $\sigma$. Therefore, if the stress components are known in one coordinate system, say the $x_i$ system, they may be evaluated for another coordinate system, say the $x'_i$ system, by the transformation law for second-order tensors

$$\sigma'_{ij} = \alpha_{ik} \alpha_{lj} \sigma_{kl}, \quad (2.13)$$

where each direction cosine

$$\alpha_{ij} = \cos(x'_i, x_j) \quad (2.14)$$

as introduced in Sec. 1.5, represents the cosine of the angle between the $x'_i$ and $x_j$ axes.

Since transformation rules play an important role in the theory of elasticity, it is worth restating that $\alpha_{ij} \neq \alpha_{ji}$, that is, the direction cosines are not symmetric.

### 2.2.4 Stress on a Normal Plane

It is sometimes useful to resolve $T_n$ into components that are normal and tangential to the differential surface element $dA_n$, as shown in Fig. 2.4. The normal component is calculated by

$$\sigma_{nn} = |N| = T_n \cdot n = T_i e_i \cdot n = T_i n_i \quad (2.15)$$

or, from Eq. (2.11),

$$\sigma_{nn} = \sigma_{ji} n_j n_i. \quad (2.16)$$

The tangential component is

![Fig. 2.4. Differential surface element.](image-url)
\[ \sigma_{ns} = |S| = T_n \cdot s \]
\[ = T_i e_i \cdot s \]
\[ = T_i s_i \]
\[ = \sigma_{ji} n_j s_i, \tag{2.17} \]

where

\[ s_i = e_i \cdot s. \tag{2.18} \]

It is often expedient to calculate \( \sigma_{ns} \) using the Pythagorean theorem as

\[ \sigma_{ns} = (T_i T_i - \sigma_{nn}^2)^{1/2}. \tag{2.19} \]

Carrying the resolution one step further, the Cartesian components of \( N \) and \( S \) may be evaluated using \( (k) \) to designate the axes:

\[ \sigma_{mn(k)} = N \cdot e_k = \sigma_{mn} n \cdot e_k \]
\[ = \sigma_{nn} n_k \]
\[ = \sigma_{ji} n_j n_i n_k \quad \text{where } k = 1, 2, 3 \tag{2.20} \]

from Eq. (2.16). For \( \sigma_{ns} \), simple subtraction gives

\[ \sigma_{ns(k)} = T_k - \sigma_{mn(k)} \quad k = 1, 2, 3, \tag{2.21a} \]

where \( T_k \) are the Cartesian components of \( T \), as given by Eq. (2.11). The expression may be written explicitly as

\[ \sigma_{ns(k)} = \sigma_{jk} n_j - \sigma_{ji} n_j n_i n_k \]
\[ = (\delta_{ki} - n_i n_k) \sigma_{ij} n_j \tag{2.21b} \]

An application of this resolution is presented in Section 11.2.3.

### 2.2.5 Dyadic Representation of Stress

Conceptually, it may be helpful to view the stress tensor as a vector-like quantity having a magnitude and associated direction(s), specified by unit vectors. The dyadic, attributed to the mathematician J. Willard Gibbs [2.4], is such a representation. We write the stress tensor or stress dyadic as

\[ \sigma = \sigma_{ij} e_i e_j \]
\[ = \sigma_{11} e_1 e_1 + \sigma_{12} e_1 e_2 + \sigma_{13} e_1 e_3 + \sigma_{21} e_2 e_1 + \sigma_{22} e_2 e_2 + \sigma_{23} e_2 e_3 + \sigma_{31} e_3 e_1 + \sigma_{32} e_3 e_2 + \sigma_{33} e_3 e_3, \tag{2.22} \]

where the juxtaposed double vectors are termed dyads. The corresponding tractions are evaluated by an operation analogous to the scalar or dot product operation in vector arithmetic:
The dot (·) operation of \( \mathbf{e}_i \) on \( \sigma \) selects the components with the second vector of the dyad equal to \( \mathbf{e}_i \) since \( \mathbf{e}_i \cdot \mathbf{e}_j = \delta_{ij} \). Equation (2.23) is identical to Eq. (2.2).

Similarly, the normal and tangential components of the traction \( \mathbf{T}_n \) on a plane defined by normal \( \mathbf{n} \) are

\[
\sigma_{nn} = \mathbf{\sigma} \cdot \mathbf{n} \cdot \mathbf{n} = \mathbf{T}_n \cdot \mathbf{n} = \sigma_{ij}n_in_j
\]

and

\[
\sigma_{ns} = \mathbf{\sigma} \cdot \mathbf{n} \cdot \mathbf{s} = \mathbf{T}_n \cdot \mathbf{s} = \sigma_{ij}n_is_j
\]

as previously found in Eqs. (2.16) and (2.17), respectively.

### 2.2.6 Computational Example

The problem statement follows.

1. The components of stress at a point in Cartesian coordinates are given by \( \sigma_{xx} = 500; \sigma_{xy} = \sigma_{yx} = 500; \sigma_{yy} = 1000; \sigma_{yz} = \sigma_{zy} = -750; \sigma_{zx} = 800; \sigma_{zz} = -300 \).

2. A plane is defined by the unit vector

\[
\mathbf{n} = \frac{1}{2} \mathbf{e}_x + \frac{1}{2} \mathbf{e}_y + \frac{1}{\sqrt{2}} \mathbf{e}_z.
\]

3. It is desired to compute the traction and the normal and tangential components on the plane.

4. Note: At this point in the development, the given state of stress cannot be verified as correct or admissible. The values are chosen in order to illustrate a computational format for the equations developed thus far.

5. Let \( x, y, z = x_1, x_2, x_3 \).

The solution in component form is as follows.

1. Evaluate \( n_i \) by using Eq. (2.6),

\[
n_i = \mathbf{n} \cdot \mathbf{e}_i,
\]

\[
n_1 = 1/2; \quad n_2 = 1/2; \quad n_3 = 1/\sqrt{2}.
\]

2. Evaluate \( T_i \) by using Eq. (2.11),
\[T_i = \sigma_{ji}n_j;\]
\[T_1 = \sigma_{11}n_1 + \sigma_{21}n_2 + \sigma_{31}n_3\]
\[= (500)(1/2) + (500)(1/2) + (800)(1/\sqrt{2})\]
\[= 1066;\]
\[T_2 = \sigma_{12}n_1 + \sigma_{22}n_2 + \sigma_{32}n_3\]
\[= (500)(1/2) + (1000)(1/2) + (-750)(1/\sqrt{2})\]
\[= 220;\]
\[T_3 = \sigma_{13}n_1 + \sigma_{23}n_2 + \sigma_{33}n_3\]
\[= (800)(1/2) + (-750)(1/2) + (-300)(1/\sqrt{2})\]
\[= -187.\]

(3) Evaluate \(|T_n|\) by using Eq. (2.12),
\[|T_n| = (T_i T_j)^{1/2}\]
\[= [(1066)^2 + (220)^2 + (-187)^2]^{1/2}\]
\[= 1104.\]

(4) Evaluate \(\sigma_{nn}\) and \(\sigma_{ns}\) by using Eq. (2.15),
\[\sigma_{nn} = T_i n_i\]
\[= (1066)(1/2) + (220)(1/2) + (-187)(1/\sqrt{2}) = 511,\]
or using Eq. (2.16),
\[\sigma_{nn} = \sigma_{ji}n_j n_i,\]

where

<table>
<thead>
<tr>
<th>(j)</th>
<th>(i)</th>
<th>((+)</th>
<th>((-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>((500)(1/2)(1/2))</td>
<td>((500)(1/2)(1/2))</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>((500)(1/2)(1/2))</td>
<td>((800)(1/2)(1/\sqrt{2}))</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>((800)(1/2)(1/\sqrt{2}))</td>
<td>((500)(1/2)(1/2))</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>((500)(1/2)(1/2))</td>
<td>((1000)(1/2)(1/2))</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>((1000)(1/2)(1/2))</td>
<td>((750)(1/2)(1/\sqrt{2}))</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>((800)(1/2)(1/\sqrt{2}))</td>
<td>((750)(1/\sqrt{2})(1/2))</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>((800)(1/2)(1/\sqrt{2}))</td>
<td>((300)(1/\sqrt{2})(1/\sqrt{2}))</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>((750)(1/\sqrt{2})(1/2))</td>
<td>((300)(1/\sqrt{2})(1/\sqrt{2}))</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>((300)(1/\sqrt{2})(1/\sqrt{2}))</td>
<td>((300)(1/\sqrt{2})(1/\sqrt{2}))</td>
</tr>
</tbody>
</table>

\[\sigma_{nn} = 1191 - 680 = 511.\]
Using Eq. (2.19),
\[ \sigma_{ns} = (T_i T_i - \sigma_{nn}^2)^{1/2}; \]
\[ \sigma_{ns} = [(1104)^2 - (511)^2]^{1/2} = 979. \]

Finally the Cartesian components are computed from Eq. (2.20) as
\[ \sigma_{nn(1)} = \sigma_{nn} n_1 = 511(1/2) = 256 \]
\[ \sigma_{nn(2)} = \sigma_{nn} n_2 = 511(1/2) = 256 \]
\[ \sigma_{nn(3)} = \sigma_{nn} n_3 = 511(1/\sqrt{2}) = 361 \]

and Eq. (2.21a) as
\[ \sigma_{ns(1)} = T_1 - \sigma_{nn(1)} = 1066 - 256 = 810 \]
\[ \sigma_{ns(2)} = T_2 - \sigma_{nn(2)} = 220 - 256 = -36 \]
\[ \sigma_{ns(3)} = T_3 - \sigma_{nn(3)} = -187 - 361 = -548. \]

To check,
\[ \sigma_{ns} = [(810)^2 + (-36)^2 + (-548)^2]^{1/2} = 979. \]

The solution in dyadic form is as follows.

(1) The stress dyadic \( \sigma \) from Eq. (2.22);
\[ \sigma = \sigma_{ij} e_i e_j \]
\[ = 500e_1 e_1 + 500e_1 e_2 + 800e_1 e_3 + 500e_2 e_1 + 1000e_2 e_2 \]
\[ - 750e_2 e_3 + 800e_3 e_1 - 750e_3 e_2 - 300e_3 e_3. \]

(2) Evaluate \( T_n \) from Eq. (2.23);
\[ T_n = \sigma \cdot n \]
\[ = [500(1/2) + 500(1/2) + 800(1/\sqrt{2})] e_1 \]
\[ + [500(1/2) + 1000(1/2) - 750(1/\sqrt{2})] e_2 \]
\[ + [800(1/2) - 750(1/2) - 300(1/\sqrt{2})] e_3 \]
\[ = 1066e_1 + 220e_2 - 187e_3; \]
\[ |T_n| = [(1066)^2 + (220)^2 + (-187)^2]^{1/2} = 1104. \]

(3) Evaluate \( \sigma_{nn} \) and \( \sigma_{ns} \) from Eq. (2.24);
\[ \sigma_{nn} = T_n \cdot n \]
\[ = (1066)(1/2) + 220(1/2) - 187(1/\sqrt{2}) = 511. \]

From Eq. (2.19),
\[ \sigma_{ns} = (T_i T_i - \sigma_{nn}^2)^{1/2} \]
\[ = [(1104)^2 - (511)^2] = 979. \]
2.3 Equilibrium

2.3.1 Physical and Mathematical Principles

The state of stress at a point in any direction has been shown to be completely determined by the components of the Cartesian stress tensor $\sigma_{ij}$. Naturally, the stresses vary within the body. The equations governing the distribution of stresses are known as the equations of equilibrium and are derived from the application of the fundamental physical principles of linear and angular momentum to the region shown in Fig. 2.5, with surface area $A$ and volume $V$.

The principle of linear momentum is

$$\int_V \mathbf{f} \, dv + \int_A T \, dA = \int_V \rho \dddot{\mathbf{u}} \, dV \quad (2.26)$$

in which $\rho$ is the mass density; $\mathbf{u}$ the displacement vector; and the symbol (\dddot{)} signifies differentiation twice with respect to time.

The principle of angular momentum is

$$\int_V (\mathbf{r} \times \mathbf{f}) \, dV + \int_A (\mathbf{r} \times T) \, dA = \int_V (\mathbf{r} \times \rho \dddot{\mathbf{u}}) \, dV; \quad (2.27)$$

in which $\mathbf{r}$ is the position vector as shown in Fig. 2.5.

Also useful in the derivation is the divergence theorem stated as Eq. (1.14)

$$\int_V \nabla \cdot \mathbf{G} \, dV = \int_A \mathbf{n} \cdot \mathbf{G} \, dA; \quad (2.28)$$

The preceding equations may be written in component form. The body forces are

$$\mathbf{f} = f_i \mathbf{e}_i \quad (a) \quad (2.29)$$
and the tractions are
\[ T = T_i e_i \]
\[ = \sigma_{ji} n_j e_i ; \quad (b) \]
from Eq. (2.11). Considering the position vector \( r \) to point \( P(x_i) \)
\[ r = x_j e_j ; \quad (c) \]
\[ r \times f = \varepsilon_{ijk} x_j f_k e_i ; \quad (d) \]
\[ r \times T = \varepsilon_{ijk} x_j T_k e_i \quad (2.29) \]
\[ = \varepsilon_{ijk} x_j \sigma_{ik} n_i e_i . \quad (e) \]

For static problems, the r.h.s. of Eqs. (2.26) and (2.27) are zero. Substituting
Eqs. (2.29) into Eqs. (2.26), (2.27) and (2.28), we have the static equations of
linear and angular momentum and the divergence theorem in component
form as, respectively,
\[ \int_V f_i dV + \int_A \sigma_{ji} n_j dA = 0 ; \quad (2.30) \]
\[ \int_V \varepsilon_{ijk} x_j f_k dV + \int_A \varepsilon_{ijk} x_j \sigma_{ik} n_i dA = 0 ; \quad (2.31) \]
\[ \int_V G_{i,1} dV = \int_A n_i G_i dA . \quad (2.32) \]

2.3.2 Linear Momentum

We assume that the stresses \( \sigma_{ij} \) are \( C^1 \) continuous and apply Eq. (2.32) to
Eq. (2.30), giving
\[ \int_V (f_i + \sigma_{ji,j}) dV = 0 . \quad (2.33) \]

With every element of \( V \) in equilibrium, the region of integration is arbitrary and Eq. (2.33) is satisfied if the integrand vanishes. Therefore,
\[ \sigma_{ji,j} + f_i = 0 \quad (2.34) \]
represents three equations of equilibrium in terms of the nine unknown components of stress \( \sigma_{ij} \).

2.3.3 Angular Momentum

Taking \( \varepsilon_{ijk} x_j \sigma_{ik} \) for \( G_i \) and \( n_i \) for \( n_i \), Eq. (2.32) is applied to Eq. (2.31) and
gives
\[ \int_V \left[ \varepsilon_{ijk} x_j f_k + (\varepsilon_{ijk} x_j \sigma_{ik})_i \right] dV = 0 . \quad (2.35) \]
The second term of the integrand is expanded by product differentiation as

\[ (\varepsilon_{ijk} x_j \sigma_{lk})_t = \varepsilon_{ijk} \sigma_{lk} x_{j,t} + \varepsilon_{ijk} x_j \sigma_{lk,t}. \]  
(2.36)

Further, it is recognized that \( x_j \), the component of \( \mathbf{r} \) in the \( x_j \) direction, changes only in that direction; that is,

\[ x_{j,t} = \delta_{jt}. \]  
(2.37)

Thus Eq. (2.35) becomes

\[ \int_V \varepsilon_{ijk} (x_j f_k + \delta_{jt} \sigma_{lk} + x_j \sigma_{lk,t}) \, dV = 0. \]  
(2.38)

The first and third terms of the integrand combine into

\[ \varepsilon_{ijk} x_j (f_k + \sigma_{lk,t}) = 0 \]  
(2.39)

from Eq. (2.34), and the remaining term becomes

\[ \varepsilon_{ijk} \delta_{jt} \sigma_{lk} = \varepsilon_{ijk} \sigma_{lk} \]  
(2.40)

so that the equation reduces to

\[ \int_V \varepsilon_{ijk} \sigma_{jk} \, dV = 0, \]  
(2.41)

which is satisfied if

\[ \varepsilon_{ijk} \sigma_{jk} = 0. \]  
(2.42)

Equation (2.42) may be evaluated for \( i = 1, 2, 3 \). For \( i = 1 \), \( \sigma_{23} - \sigma_{32} = 0 \); for \( i = 2 \), \( \sigma_{31} - \sigma_{13} = 0 \); for \( i = 3 \), \( \sigma_{12} - \sigma_{21} = 0 \) or, in general,

\[ \sigma_{ij} = \sigma_{ji} \]  
(2.43)

which is a statement of the symmetry of the stress tensor and which furthermore implies that \( \sigma_{ij} \) has but six independent components, instead of nine components. Equation (2.43) is very important in the entire field of solid mechanics.

We may now rewrite Eq. (2.11) as

\[ T_i = \sigma_{ij} n_j \]  
(2.44)

and Eq. (2.34) as

\[ \sigma_{ij,j} + f_i = 0, \]  
(2.45)

which is now a set of three equations in six unknowns. Since they are used repeatedly, it is useful to write the latter equations in explicit form:

\[ \sigma_{11,1} + \sigma_{12,2} + \sigma_{13,3} + f_1 = 0 \]  
(a)

\[ \sigma_{21,1} + \sigma_{22,2} + \sigma_{23,3} + f_2 = 0 \]  
(b)  
(2.46)

\[ \sigma_{31,1} + \sigma_{32,2} + \sigma_{33,3} + f_3 = 0, \]  
(c)

which represents a system which is still statically indeterminate.
2.3.4 Computational Example

Although it is not possible to solve the equilibrium equations alone since there are more unknowns than equations, it is possible to test a given set of stresses against the equilibrium equations, Eqs. (2.46).

We take the components of stress for an elastic body to be given by

\[\sigma_{11} = x^2 + y + 3z^2; \quad \sigma_{22} = 2x + y^2 + 2z; \quad \sigma_{33} = -2x + y + z^2\]

\[\sigma_{12} = \sigma_{21} = -xy + z^3; \quad \sigma_{13} = \sigma_{31} = y^2 - xz; \quad \sigma_{23} = \sigma_{32} = x^2 - yz\]

\[f_1 = f_2 = f_3 = 0\]

and show that this state of stress satisfies equilibrium when the values are substituted into Eqs. (2.46a, b, c), respectively:

\[2x - x - x = 0\]

\[-y + 2y - y = 0\]

\[-z - z + 2z = 0.\]

2.4 Principal Stress

2.4.1 Definition and Derivation

We consider Fig. 2.6(a), a normal section through the body. The traction \(T_n\) acts on the plane defined by \(n\) that appears edgewise in the figure. \(T_n\) is not
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Fig. 2.6. (a) Normal section; (b) principal plane.
necessarily shown true in this view but the normal component \( \sigma_{nn} \) is in the plane of the figure.

Using the dyadic form,

\[
\sigma_{nn} = T_n \cdot n = \sigma \cdot n \cdot n. \tag{2.47}
\]

We seek the orientation of a plane (given by the direction of \( n \)) such that \( \sigma_{nn} \) is an extremum (maximum or minimum). Such a plane (or planes) are called principal.

From differential calculus, the extremum is achieved when \( d\sigma_{nn}/dn = 0 \).

From Eq. (2.47), treating the sought-after direction \( n \) as a variable,

\[
\frac{d\sigma_{nn}}{dn} = n \cdot \frac{d(\sigma \cdot n)}{dn} + (\sigma \cdot n) \cdot \frac{dn}{dn}. \tag{2.48}
\]

Since \( \sigma \) is not a function of \( n \), Eq. (2.48) becomes

\[
\frac{d\sigma_{nn}}{dn} = 2(\sigma \cdot n) \cdot \frac{dn}{dn} = 2T_n \cdot \frac{dn}{dn} = 0. \tag{2.49}
\]

If \( T_n \cdot (dn/dn) = 0 \), \( T_n \) is normal to \( dn/dn \). Furthermore, \( dn/dn \) is itself normal to \( n \). Therefore, \( T_n \) must be parallel to \( n \) for Eq. (2.49) to hold. The condition corresponding to the extremum is shown in Fig. 2.6(b). Obviously, the tangential component \( \sigma_{ns} = 0 \), and the normal component for this case is designated as

\[
\sigma_{nn} = |T_n| = \lambda. \tag{2.50}
\]

We may express the preceding by

\[
T_n = \lambda n \tag{2.51}
\]

or, in component form, by dotting each side with \( e_i \), as

\[
T_i = \lambda n_i. \tag{2.52}
\]

Also, from Eq. (2.11), we have

\[
T_i = \sigma_{ji} n_j. \tag{2.53}
\]

Equating Eqs. (2.52) and (2.53) and employing the index changing property of the Kronecker-delta,

\[
\lambda n_i = \lambda n_j \delta_{ij} = \sigma_{ji} n_j \tag{2.54}
\]

or

\[
(\sigma_{ji} - \lambda \delta_{ij}) n_j = 0. \tag{2.55}
\]

Equation (2.55) is a set of three homogeneous algebraic equations in four
unknowns, \( n_j \) with \( j = 1, 2, 3 \), and \( \lambda \). The components \( n_j \) determine the orientation of the principal plane and \( \lambda \) is called the principal stress. This is known as a linear eigenvalue problem and, using Cramer’s rule, it may be shown that a nontrivial solution may be found if the determinant of the coefficients of \( n_j \) vanish, that is,

\[
|\sigma_{ij} - \lambda \delta_{ij}| = 0 \quad (a) \tag{2.56}
\]

or, in expanded form,

\[
\begin{vmatrix}
\sigma_{11} - \lambda & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} - \lambda & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33} - \lambda
\end{vmatrix} = 0. \quad (b) \tag{2.56}
\]

Equation (2.56b) provides a cubic equation for \( \lambda \), indicating that three principal stresses, \( \lambda_1 = \sigma^{(1)}, \lambda_2 = \sigma^{(2)}, \lambda_3 = \sigma^{(3)} \), exist. Corresponding to each principal stress is a distinct orientation, evaluated by substituting, in turn, a known value of \( \sigma^{(k)} \), that is, \( \sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)} \), into Eq. (2.55) and solving for the corresponding components of \( n_j^{(k)} \), that is, \( n_j^{(1)}, n_j^{(2)} \) and \( n_j^{(3)} \). Since Eq. (2.55) originally represented three equations in four unknowns, it is a linearly dependent set that must be supplemented by an additional relationship

\[
n_j^{(k)} n_j^{(k)} = 1 \quad (2.57)
\]

expressing the “length” of the unit normal with \( k = 1, 2, 3 \) in turn.

Since the principal stresses at a point represent the greatest magnitudes of tension and compression that can exist under a particular loading case, they are of great importance in engineering design.

### 2.4.2 Computational Format, Stress Invariants and Principal Coordinates

It is often expedient to substitute the numerical values of the stresses, which have been calculated with respect to a selected Cartesian coordinate system, into Eq. (2.56) and to expand, simplify and solve the determinant as an algebraic equation.

It may be shown [2.2] that a general expansion of Eq. (2.56) is

\[
\lambda^3 - Q_1 \lambda^2 + Q_2 \lambda - Q_3 = 0, \quad (2.58)
\]

in which

\[
Q_1 = \sigma_{11} + \sigma_{22} + \sigma_{33} = \sigma_{ii} \quad \text{is the sum of the main diagonal of } [\sigma_{ij}], \quad (a)
\]

\[
Q_2 = \begin{vmatrix}
\sigma_{11} & \sigma_{12} \\
\sigma_{12} & \sigma_{22}
\end{vmatrix} + \begin{vmatrix}
\sigma_{11} & \sigma_{13} \\
\sigma_{13} & \sigma_{33}
\end{vmatrix} + \begin{vmatrix}
\sigma_{22} & \sigma_{32} \\
\sigma_{23} & \sigma_{33}
\end{vmatrix} = \frac{1}{2} \varepsilon_m \nu_k \sigma_{ij} \sigma_{kl} \quad \text{is the sum of the minors of the main diagonal of } [\sigma_{ij}], \quad (b) \tag{2.59}
\]

\[
Q_3 = \frac{1}{2} \varepsilon_m \nu_k \sigma_{ij} \sigma_{kl} \quad \text{is the sum of the minors of the main diagonal of } [\sigma_{ij}], \quad (b) \tag{2.59}
\]
Chapter 2. Traction, Stress and Equilibrium

\[ Q_3 = \begin{vmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} \end{vmatrix} \]

Is the determinant of \([\sigma_{ij}]. \quad (c)\)

It is instructive to examine the coefficients of Eq. (2.59) in terms of scalar quantities that can be constructed out of the tensor \(\sigma_{ij}\), that is,

\[
P_1 = \sigma_{ii};
\]

\[
P_2 = \sigma_{ij} \sigma_{ij};
\]

\[
P_3 = \sigma_{ij} \sigma_{ik} \sigma_{ki}.
\]

Such scalar quantities (no free indices) constructed from a tensor are obviously independent of any particular coordinate system and are therefore known as \textit{invariants}. For a principal coordinate system that coincides with the directions of the principal stresses and is, subsequently, shown to be orthogonal, all the \(\sigma_{ij}\) with \(i \neq j\), terms vanish so that \(P_1, P_2\) and \(P_3\) may be written in terms of the principal stresses as

\[
P_1 = \sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)};
\]

\[
P_2 = \sigma^{(1)2} + \sigma^{(2)2} + \sigma^{(3)2};
\]

\[
P_3 = \sigma^{(1)3} + \sigma^{(2)3} + \sigma^{(3)3}. \quad (2.61)
\]

Finally, it may be shown that \([2.2]\)

\[
Q_1 = P_1;
\]

\[
Q_2 = \frac{1}{2}(P_1^2 - P_2);
\]

\[
Q_3 = (P_1^3 - 3P_1 P_2 + 2P_3);
\]

so that \(Q_1, Q_2\) and \(Q_3\) are likewise \textit{invariant}. Invariants are quite important in many applications of the theory of elasticity. For example, see Herrmann et al. [2.5]. In the literature, they are commonly denoted as

\[
J_1 = P_1 = \sigma_{ii}
\]

\[
J_2 = \frac{1}{2}P_2 = \frac{1}{2} \sigma_{ij} \sigma_{ij}
\]

\[
J_3 = \frac{1}{2}P_3 = \frac{1}{2} \sigma_{ij} \sigma_{ik} \sigma_{ki}
\]

We next take up the problem of evaluating the components of the normals to the principal planes \(n_i^{(k)}\). This is carried out by back-substitutions of each computed \(\sigma^{(k)}\) into two permutations of Eqs. (2.55), along with the use of Eq. (2.57). Care should be taken to insure that the two equations extracted from Eqs. (2.55) are linearly independent. As an illustration, we take \(i = 1, 2\) in Eq. (2.55) giving
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\[ i = 1: \quad [\sigma_{11} - \sigma^{(k)}]n_1^{(k)} + \sigma_{21}n_2^{(k)} = -\sigma_{31}n_3^{(k)}; \quad (a) \]
\[ i = 2: \quad \sigma_{12}n_1^{(k)} + [\sigma_{22} - \sigma^{(k)}]n_2^{(k)} = -\sigma_{32}n_3^{(k)} \quad (b) \]
\[ n_1^{(k)2} + n_2^{(k)2} + n_3^{(k)2} = 1. \quad (c) \]

Considering (a) and (b), we solve for \( n_1^{(k)} \) and \( n_2^{(k)} \) in terms of \( n_3^{(k)} \) using Cramer's rule

\[ n_1^{(k)} = n_3^{(k)} \frac{D_1}{D}; \quad (a) \]
\[ n_2^{(k)} = n_3^{(k)} \frac{D_2}{D}; \quad (b) \]

where

\[ D_1 = \begin{vmatrix} -\sigma_{31} & \sigma_{21} \\ -\sigma_{32} & \sigma_{22} - \sigma^{(k)} \end{vmatrix}, \quad (a) \]
\[ D_2 = \begin{vmatrix} \sigma_{11} - \sigma^{(k)} & -\sigma_{31} \\ \sigma_{12} & -\sigma_{32} \end{vmatrix}, \quad (b) \]
\[ D = \begin{vmatrix} \sigma_{11} - \sigma^{(k)} & \sigma_{21} \\ \sigma_{12} & \sigma_{22} - \sigma^{(k)} \end{vmatrix}, \quad (c) \]

Then, substituting into Eq. (2.64c) gives

\[ n_3^{(k)2} \left[ \left( \frac{D_1}{D} \right)^2 + \left( \frac{D_2}{D} \right)^2 + 1 \right] = 1. \quad (2.67) \]

With \( \sigma^{(k)} \) real, \( n_3^{(k)} \) will be real, and \( n_1^{(k)} \) and \( n_2^{(k)} \) are found from Eq. (2.65).

Finally,

\[ \mathbf{n}^{(k)} = n_1^{(k)} \mathbf{e}_1 + n_2^{(k)} \mathbf{e}_2 + n_3^{(k)} \mathbf{e}_3. \quad (2.68) \]

The procedure is carried out for each \( \sigma^{(k)}, k = 1, 2, 3 \), in turn.

It now remains to show that the calculated \( \mathbf{n}^{(k)} \) corresponding to the principal directions are orthogonal. We consider \( k = 1 \) and \( k = 2 \) and form

\[ \sigma_{ij}n_j^{(1)} = \sigma^{(1)}n_i^{(1)}, \quad (a) \]
\[ \sigma_{ij}n_j^{(2)} = \sigma^{(2)}n_i^{(2)}. \quad (b) \]

We multiply Eq. (2.69a) by \( n_j^{(2)} \) and Eq. (2.69b) by \( n_i^{(1)} \) giving

\[ \sigma_{ij}n_j^{(1)}n_i^{(2)} = \sigma^{(1)}n_i^{(1)}n_i^{(2)}, \quad (a) \]
\[ \sigma_{ij}n_j^{(2)}n_i^{(1)} = \sigma^{(2)}n_i^{(2)}n_i^{(1)}. \quad (b) \]

Since \( i \) and \( j \) are repeated indices, the l.h.s. of Eqs. (2.70) are equal; hence, equating the r.h.s.,
and, if $\sigma^{(1)}$ and $\sigma^{(2)}$ are different, $n_i^{(1)}$ and $n_i^{(2)}$ must be orthogonal.

Once the principal stresses are evaluated and the principal planes are located, it is generally convenient to refer further computations to the principal coordinates that have now been shown to be orthogonal. Referring to Fig. 2.7 and designating the principal coordinates by $x_i^*$, it is obvious that the state of stress is relatively simple with only direct stresses and no shearing stresses acting. The components of the traction $T_n$ on any other plane are found from Eq. (2.11) as

$$T_1^* = \sigma^{(1)}n_1^* \quad \text{(a)}$$

$$T_2^* = \sigma^{(2)}n_2^* \quad \text{(b)}$$

$$T_3^* = \sigma^{(3)}n_3^* \quad \text{(c)}$$

where

$$n_i^* = n \cdot e_i^* \quad \text{(d)}$$

Other illustrations using principal coordinate solutions are given in Section 2.5.

**2.4.3 Computational Example**

As a continuation of the analysis in Section 2.2.6, we now seek the principal stresses and directions for the state of stress previously enumerated. Eq.

---

*Fig. 2.7. Principal coordinates and stresses (after Tauchert, *Energy Principles in Structural Mechanics*, McGraw–Hill, 1974). Reproduced with permission.*
(2.56b) becomes

\[
\begin{vmatrix}
500 - \lambda & 500 & 800 \\
500 & 1000 - \lambda & -750 \\
800 & -750 & -300 - \lambda
\end{vmatrix} = 0.
\] (2.73)

It is convenient to work with the stress \(\times 10^{-3}\). Expanding the determinant directly gives

\[
\lambda^3 - 1.2\lambda^2 - 1.4025\lambda + 1.59625 = 0,
\] (2.74)

where \(\bar{\lambda} = \lambda \times 10^{-3}\).

We may also compute the coefficients by using the invariants as described in Eqs. (2.60) and (2.62) and compare the values to those in Eq. (2.74).

\[
P_1 = \sigma_{ii} = 0.500 + 1.000 - 0.300 = 1.2
\]

\[-Q_1 = -P_1 = 1.2 \quad \sqrt{}
\]

\[
P_2 = \sigma_{ij}\sigma_{ij}
\]

\[
= (0.500)^2 + 2(0.500)^2 + 2(0.800)^2 + (1.00)^2 + 2(-0.750)^2 + (0.300)^2
\]

\[
= 4.245
\]

\[
Q_2 = \frac{1}{2}[(1.2)^2 - 4.245] = -1.4025 \quad \sqrt{}
\]

or, using the sum of the minors of the main diagonal of \(\sigma_{ij}\),

\[
Q_2 = [(1.00)(-0.300) - (-0.750)(-0.750)]
\]

\[
+ [(0.500)(-0.300) - (0.800)(0.800)]
\]

\[
+ [(0.500)(1.000) - (0.500)(0.500)]
\]

\[
= -1.4025 \quad \sqrt{}
\]

\[
Q_3 = \text{det}[\sigma_{ij}]
\]

\[
= (0.500)(1.00)(-0.300) + 2(0.800)(0.500)(-0.750)
\]

\[
- (0.800)(0.800)(1.000) - (-0.750)(-0.750)(0.500)
\]

\[
- (0.500)(0.500)(-0.300)
\]

\[
= -1.59625
\]

\[-Q_3 = +1.59625 \quad \sqrt{.}
\]

Solving a cubic equation may be tedious, but straightforward procedures are found in standard mathematics texts. The solution to Eq. (2.74) may be verified as

\[
\bar{\lambda}_1 = -1.168; \quad \bar{\lambda}_2 = 1.380; \quad \bar{\lambda}_3 = 0.988
\]

so that the principal stresses are
\[ \sigma^{(1)} = -1168 \]
\[ \sigma^{(2)} = 1380 \]
\[ \sigma^{(3)} = 988 \]  
(2.75)

From Eqs. (2.64)-(2.67), the corresponding unit vectors are

\[ \mathbf{n}^{(1)} = -0.4903\mathbf{e}_1 + 0.3838\mathbf{e}_2 + 0.7825\mathbf{e}_3 \]  
(a)
\[ \mathbf{n}^{(2)} = -0.2514\mathbf{e}_1 - 0.9207\mathbf{e}_2 + 0.2988\mathbf{e}_3 \]  
(b)
\[ \mathbf{n}^{(3)} = 0.8298\mathbf{e}_1 - 0.0749\mathbf{e}_2 + 0.5530\mathbf{e}_3 \]  
(c)

or, in general, \( \mathbf{n}^{(j)} = n_{ji}\mathbf{e}_i \).  
(d)

The unit normals \( \mathbf{n}^{(j)} \) now become the basis vectors \( \mathbf{e}_j^\ast \) for the principal coordinate system \( x_j^\ast \); and the components \( n_{ji} \) are the direction cosines for the transformation between the \( x_j^\ast \) and \( x_i \) axes.

### 2.5 Stresses in Principal Coordinates

#### 2.5.1 Stresses on an Oblique Plane

It was noted in Section 2.4.2 that the principal coordinates, once established, provide a convenient basis for further analysis. We first consider a plane oblique to the \( x_i^\ast \) axis as shown in Fig. 2.7, with direction cosines \( n_i^\ast \). From Eq. (2.16), with \( \sigma_{ii} = \sigma^{(i)} \) and \( \sigma_{ij}(i \neq j) = 0 \), we may write the normal component of the traction as

\[ \sigma_{nn} = \sigma^{(i)}n_i^\ast n_i^\ast = \sigma^{(1)}(n_1^\ast)^2 + \sigma^{(2)}(n_2^\ast)^2 + \sigma^{(3)}(n_3^\ast)^2. \]  
(2.77)

The shearing component is found from Eq. (2.19) by taking

\[ T_i T_i = \sigma^{(i)}n_i^\ast\sigma^{(i)}n_i^\ast = (\sigma^{(1)})(n_1^\ast)^2 + (\sigma^{(2)})(n_2^\ast)^2 + (\sigma^{(3)})(n_3^\ast)^2 \]  
(2.78)

along with \( \sigma_{nn} \) from Eq. (2.77).

Expanding, we have

\[ \sigma_{ns} = \{\sigma^{(i)}n_i^\ast\sigma^{(i)}n_i^\ast - [\sigma^{(i)}n_i^\ast n_i^\ast]^2\}^{1/2} \]
\[ = \{[(\sigma^{(1)})(n_1^\ast)^2 + (\sigma^{(2)})(n_2^\ast)^2 + (\sigma^{(3)})(n_3^\ast)^2] - (\sigma^{(1)})(n_1^\ast)^4 - (\sigma^{(2)})(n_2^\ast)^4 - (\sigma^{(3)})(n_3^\ast)^4 \]
\[ - 2\sigma^{(1)}\sigma^{(2)}(n_1^\ast)^2(n_2^\ast)^2 - 2\sigma^{(1)}\sigma^{(3)}(n_1^\ast)(n_3^\ast)^2 \]
\[ - 2\sigma^{(2)}\sigma^{(3)}(n_2^\ast)^2(n_3^\ast)^2\}^{1/2}, \]  
(2.79)

which may be simplified if Eq. (1.32), the normality of the direction cosines
is introduced into Eq. (2.79). Replacing \((n^!)^4\) with \((n^!)^2[1 - (n^!)^2 - (n^!)^2]\), etc., this allows the relatively compact form \([2.7]\)

\[
\sigma_{ns} = \left\{ [\sigma^{(1)} - \sigma^{(2)}]^2(n^*_{1})^2(n^*_{2})^2 + [\sigma^{(2)} - \sigma^{(3)}]^2(n^*_{2})^2(n^*_{3})^2 \right. \\
\left. + [\sigma^{(3)} - \sigma^{(1)}]^2(n^*_{3})^2(n^*_{1})^2 \right\}^{1/2}
\]  
(2.81)

to be derived. Equation (2.81) reveals that if all of the principal stresses are equal, the shearing stress is zero on any plane.

### 2.5.2 Stresses on Octahedral Planes

Of particular interest in the theory of material failure is the state of stress on the octahedral planes, which are defined as planes having equal direction cosines with each of the principal planes. There are obviously eight such planes, one in each octant of the coordinate system. The octahedral plane in the \(+x^*_1, +x^*_2, +x^*_3\) octant may be represented by the triangular surface in Fig. 2.7 where the normal to the surface

\[
n^* = 1/\sqrt{3}(n^{(1)} + n^{(2)} + n^{(3)})
\]  
(2.82)

and the respective direction cosines are

\[
n^*_1 = n^*_2 = n^*_3 = 1/\sqrt{3}.
\]  
(2.83)

Substituting Eq. (2.83) into Eqs. (2.77) and (2.81) gives the octahedral normal stress

\[
\sigma_{nn}^{oct} = \frac{1}{3}\left\{ [\sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)}] ight\}
\]  
(2.84a)

which is simply the average of the principal stresses, and the octahedral shearing stress

\[
\sigma_{ns}^{oct} = \frac{1}{3}\left\{ [\sigma^{(1)} - \sigma^{(2)}]^2 + [\sigma^{(2)} - \sigma^{(3)}]^2 + [\sigma^{(3)} - \sigma^{(1)}]^2 \right\}^{1/2}.
\]  
(2.84b)

### 2.5.3 Absolute Maximum Shearing Stress

The absolute maximum shearing stress at a point may also be of interest in regard to the capacity of the material.

We first observe that both terms of Eq. (2.79) are positive. Therefore, for \(\sigma_{ns}\) to be a maximum, the second term should be a minimum. This is true if the orientation of \(\sigma_{ns}\) is such that

\[
\frac{\partial}{\partial n^*_i} [\sigma^{(0)}n^*_i n^*_j]^2 = 0
\]

or

\[
4[\sigma^{(0)} n^*_i n^*_j] n^*_k = 0,
\]  
(2.85)
where the last subscript is changed to $k$ to avoid a triple repeated index. Equation (2.85) is satisfied only if $n^*_k = 0$, indicating that the planes for which $\sigma_{ns}$ is maximum will be parallel to one of the principal axes.

Now, examining Eq. (2.81), two of the three terms will vanish due to $n^*_k = 0$. The nonzero term which makes $\sigma_{ns}$ the largest is the one which contains the bracketed term with the largest principal stress difference. Since this is the only term not containing $n^*_k$, the maximum shearing stress acts on plane(s) parallel to $n^*_k$. For example, if $\sigma^{(1)}$ and $\sigma^{(3)}$ are the maximum and minimum principal stresses, then $n^*_k = 0$. In general, with $i$ and $j$ indicating the directions of the maximum and minimum principal stresses,

$$(\sigma_{ns}^{\text{max}})^2 = (\sigma^{(i)} - \sigma^{(j)})^2 (n^*_i)^2 (n^*_j)^2.$$  (2.86)

Since $(n^*_i)^2 = 1 - (n^*_j)^2$, the maximum value of the r.h.s. of Eq. (2.86) occurs when $(n^*_i)^2 = \frac{1}{2} = (n^*_j)^2$ and the absolute maximum shearing stress is

$$\sigma_{ns}^{\text{max}} = \frac{1}{2} [\sigma^{(i)} - \sigma^{(j)}].$$  (2.87)

acting on the planes bisecting the planes of maximum and minimum principal stress. For example, if $i = 1$ and $j = 3$,

$$\sigma_{ns}^{\text{max}} = \frac{1}{2} [\sigma^{(1)} - \sigma^{(3)}],$$  (2.88)

and the corresponding planes are shown in Fig. 2.8.

### 2.5.4 Computational Example

Using the principal stresses found in Section 2.4.3, we may evaluate the stresses on the octahedral planes from Eq. (2.84) as
\[ \sigma_{nn}^{\text{oct}} = \frac{1}{3}(-1168 + 1380 + 988) = 400 \]
\[ \sigma_{ns}^{\text{oct}} = \frac{1}{3}\left( \left[ -1168 - 1380 \right]^2 + \left[ 1380 - 988 \right]^2 + \left[ 988 - (-1168) \right]^2 \right)^{1/2} = 1120. \]

The maximum shearing stress is found from Eq. (2.87), with \( i = 2 \) and \( j = 1 \),
\[ \sigma_{ns}^{\text{max}} = \frac{1}{2}[1380 - (-1168)] = 1274, \]
and acts on planes bisecting the \( x_1^* \) and \( x_2^* \) axis and parallel to \( x_3^* \).

## 2.6 Properties and Special States of Stress

### 2.6.1 Projection Theorem

We focus on any point, say \( P \), of the continuum shown in Fig. 2.5. It has been established that any number of tractions may be calculated at \( P \), each associated with a single plane passing through \( P \) and identified by the corresponding unit normal. The projection theorem is a relationship between any two tractions at \( P \), say \( T^{(a)} \) and \( T^{(b)} \), and their associated normals, say \( n^{(a)} \) and \( n^{(b)} \), and is stated to be

\[ T^{(a)} \cdot n^{(b)} = T^{(b)} \cdot n^{(a)}, \quad (2.89) \]

or, in component form, as

\[ T_i^{(a)} n_i^{(b)} = T_i^{(b)} n_i^{(a)} \quad (2.90) \]

meaning that the projection of the traction acting on the first plane onto the second plane is equal to the projection of the traction acting on the second plane onto the first plane.

The proof is easily demonstrated by substituting Eq. (2.11) into both sides of Eq. (2.90) to obtain

\[ \sigma_{ij} n_j^{(a)} n_i^{(b)} = \sigma_{ij} n_j^{(b)} n_i^{(a)} = \sigma_{ij} n_j^{(a)} n_i^{(b)} \quad (2.91) \]

since the \( i \) and \( j \) became dummy indices. As \( \sigma_{ij} = \sigma_{ji} \), the expressions are identical. The projection theorem may be used to define several of special states of stress.

### 2.6.2 Plane Stress

Suppose that on one plane passing through \( P \), there are no stresses, that is, \( T = 0 \). The projection theorem states that the traction on any other plane passing through \( P \) must be perpendicular to the normal to the stress-free plane; hence, it is parallel to that plane. Conversely, if it is established that the traction on any plane is parallel to another plane, then the latter plane will
also be stress-free. This is known as a state of plane stress and is of practical use since it allows the elasticity problem to be reduced from three to two dimensions, which greatly facilitates the mathematical solution. It is obvious that if one of the principal stresses is zero, the state of stress is plane.

2.6.3 Linear Stress

If there are two nonparallel planes on which $T = 0$, the traction on any other plane must be parallel to both of these planes and also to their line of intersection. This is a state of linear stress and is essentially a one-dimensional problem. For this state, two principal stresses vanish.

2.6.4 Pure Shear

If, for any coordinate system

$$\sigma_{11}^* = \sigma_{22}^* = \sigma_{33}^* = 0,$$

then the state of stress is called pure shear since only shear stresses $\sigma_{ij}$, with $i \neq j$, exist. Also, for pure shear, $\sigma_{ii} = 0$ for any coordinate system.

2.6.5 Hydrostatic Stress

If the principal stresses $\sigma^i$ are all equal, then the stress state is hydrostatic and the shearing stresses are zero; examine Eq. (2.81).

Exercises

2.1 Find the components of the traction on a plane defined by $n_1 = 1/\sqrt{2}$, $n_2 = 1/\sqrt{2}$, $n_3 = 0$ for the following states of stress:

(a) $\sigma_{11} = \sigma$, $\sigma_{12} = 0$, $\sigma_{13} = 0,$
    $\sigma_{22} = \sigma$, $\sigma_{23} = 0$, $\sigma_{33} = \sigma$,
(b) $\sigma_{11} = \sigma$, $\sigma_{12} = \sigma$, $\sigma_{13} = 0,$
    $\sigma_{22} = \sigma$, $\sigma_{23} = 0$, $\sigma_{33} = 0$.

2.2 The state of stress at a point $P$ in a structure is given by

$$\sigma_{11} = 20,000, \quad \sigma_{22} = -15,000, \quad \sigma_{33} = 3000$$
$$\sigma_{12} = 2000, \quad \sigma_{23} = 2000, \quad \sigma_{31} = 1000.$$  

(a) Compute the scalar components $T_1$, $T_2$, and $T_3$ of the traction $T$ on the plane passing through $P$ whose outward normal vector $n$ makes equal angles with the coordinate axes $x_1$, $x_2$, and $x_3$ (from [2.1]).

(b) Compute the normal and tangential components of stress on this plane.

(c) Write the stress dyadic for the state of stress and repeat parts (a) and (b).

2.3 The state of stress at a point is given by the components of stress tensor $\sigma_{ij}$. A plane is defined by the direction cosines of the normal $(1/2, 1/2, 1/\sqrt{2})$. State the general conditions for which the traction on the plane has the same direction as the $x_2$ axis and a magnitude of 1.0.
2.4 Determine the body forces for which the following stress field describes a state of equilibrium (from [2.6]):

\[\begin{align*}
\sigma_{xx} &= -2x^2 - 3y^2 - 5z, & \sigma_{xy} &= z + 4xy - 6, \\
\sigma_{yy} &= -2y^2 + 7, & \sigma_{yz} &= -3x + 2y + 1, \\
\sigma_{zz} &= 4x + y + 3z - 5, & \sigma_{xz} &= 0.
\end{align*}\]

2.5 Determine whether the following stress field is admissible in an elastic body when body forces are negligible.

\[\sigma = \begin{bmatrix}
yz + 4 & z^2 + 2x & 5y + z \\
xz + 3 & y^2 & 8x^3 \\
& & 2xyz
\end{bmatrix}.
\]

2.6 At a given point in a body

\[\begin{align*}
\sigma_{11} &= \sigma_{22} = \sigma_{33} = -p, \\
\sigma_{12} &= \sigma_{23} = \sigma_{31} = 0.
\end{align*}\]

Show that the normal stresses there are equal to \(-p\) and that the shearing stresses vanish for any other Cartesian coordinate system (from [2.1]).

2.7 Expand the stress transformation law from the tensor form Eq. (2.13) for a two-dimensional state of stress by assuming that the stress components in the \(x_3\) direction are zero and by considering a rotation about the \(x_3\) axis. Compare the resulting expressions with the Mohr’s circle representation [2.1].

2.8 The stress tensor at a point \(P(x, y, z)\) in a solid is

\[\sigma = \begin{bmatrix}
3 & 1 & 1 \\
1 & 0 & 2 \\
1 & 2 & 0
\end{bmatrix}.
\]

(a) Show that the principal stresses are \(4, 1, -2\).
(b) Find the orientation of the principal planes.
(c) Compute the octahedral stresses at \(P\).
(d) Determine the magnitude and orientation of the absolute maximum shearing stress at \(P\).

2.9 The stress tensor at a point \(P(x, y, z)\) in a solid is

\[\sigma = \begin{bmatrix}
120 & 40 & 30 \\
40 & 150 & 20 \\
30 & 20 & 100
\end{bmatrix};
\]

(a) Determine the stresses with respect to a set of axes \(x', y', z'\) for which the matrix of direction cosines is

\[\begin{bmatrix}
1 & -\sqrt{3} & 0 \\
2 & 2 & 0 \\
\sqrt{3} & 1 & 0 \\
2 & 2 & 0 \\
0 & 0 & 1
\end{bmatrix};
\]

(b) Compute the principal stresses using both the \(x, y, z\) and \(x', y', z'\) axes as the basis (from [2.6]).
(c) Find the orientation of the principal planes with respect to the $x, y, z$ axes.
(d) Compute the stress invariants for both coordinate systems, and verify that they are equal.

2.10 For an octahedral plane with a normal defined by Eq. (2.82), show that the traction on the plane is

$$T_n^* = \sigma_{ns}^{\text{oct}}n^* + T_{ns}^*$$

where $\sigma_{ns}^{\text{oct}}$ is defined by Eq. (2.84a) and where the magnitude of the shearing component $T_{ns}^*$ is $\sigma_{ns}^{\text{oct}}$, Eq. (2.84b).

References
3.1 Introduction

Displacements with respect to a reference coordinate system may be physically observed, calculated, or measured (at least on the surface) for a deformed elastic body. Each displacement may be considered to have two components, one of which is due to relative movements or distortions within the body and the other which is uniform throughout the body, so-called rigid body motion. The relationships between the displacements and the corresponding internal distortions are known as the kinematic or the strain-displacement equations of the theory of elasticity and may take several forms depending on the expected magnitude of the distortions and displacements.

3.2 Strain

We consider the undeformed and the deformed positions of an elastic body shown in Fig. 3.1. It is convenient to designate two sets of Cartesian coordinates $x_i$ and $X_i$ with $i = 1, 2, 3$, called initial coordinates and final coordinates, respectively, that denote the undeformed and deformed positions of the body [3.1]. Then, we select a reference point $P(x_i)$ on the undeformed body and $p(X_i)$ on the deformed body, where $x_i$ and $X_i$ indicate specific values of the coordinates $x_i$ and $X_i$. Also, we locate neighboring points $Q(x_i + dx_i)$ and $q(X_i + dX_i)$ that are separated from $P$ and $p$ by differential distances $ds$ and $dS$, respectively. The latter are given in component form by

$$(ds)^2 = d\bar{x}_1^2 + d\bar{x}_2^2 + d\bar{x}_3^2 = d\bar{x}_i d\bar{x}_i; \quad (a)$$

$$(dS)^2 = d\bar{X}_1^2 + d\bar{X}_2^2 + d\bar{X}_3^2 = d\bar{X}_i d\bar{X}_i. \quad (b)$$

In Fig. 3.1, $u$ represents the displacement of $P$ to $p$, and $u + du$ the displacement of $Q$ to $q$. From the force diagram in Fig. 3.1, we note

$$ds + (u + du) = u + dS,$$
or
\[ du = dS - ds. \]

We may consider this relationship in component form using Eq. (3.1) as
\[ (dS)^2 - (ds)^2 = d\bar{X}_i d\bar{X}_i - d\bar{x}_i d\bar{x}_i. \]

We may now select either the initial or the final coordinates as the basis for further computations. First, we choose the initial coordinates \( x_i \) so that
\[ \frac{\partial}{\partial x_i} X_i = x_i, \]
\[ \frac{\partial}{\partial x_i} X_i = X_i, \]
\[ u = u_1 e_{x_1} + u_2 e_{x_2} + u_3 e_{x_3} = u_i e_{x_i}, \]
\[ u_i = X_i - x_i, \]
in component form. Substituting Eqs. (3.5b and d) into Eq. (3.4), introducing another dummy subscript \( k \) and applying Eq. (2.37),
\[ (dS)^2 - (ds)^2 = X_{i,j} d\bar{x}_j X_{i,k} d\bar{x}_k - d\bar{x}_i d\bar{x}_i \]
\[ = (X_{i,j} X_{i,k} - \delta_{ij} \delta_{ik}) d\bar{x}_j d\bar{x}_k \]
\[ = [(x_i + u_i)_j (x_i + u_i)_k - \delta_{jk}] d\bar{x}_j d\bar{x}_k \]
\[ = [(\delta_{ij} + u_{i,j}) (\delta_{ik} + u_{i,k}) - \delta_{jk}] d\bar{x}_j d\bar{x}_k \]
\[ = [\delta_{jk} + u_{j,k} + u_{k,j} + u_{i,j} u_{i,k} - \delta_{jk}] d\bar{x}_j d\bar{x}_k \]
\[ = (u_{j,k} + u_{k,j} + u_{i,j} u_{i,k}) d\bar{x}_j d\bar{x}_k. \]
It is convenient to interchange the dummy indices \(i\) and \(k\), so that
\[
(dS)^2 - (ds)^2 = (u_{i,j} + u_{j,i} + u_{k,i}u_{k,j}) \, d\bar{x}_i \, d\bar{x}_j
\]
\[
= 2\epsilon^L_{ij} \, d\bar{x}_i \, d\bar{x}_j,
\]
where
\[
\epsilon^L_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i} + u_{k,i}u_{k,j})
\]
are components of the Lagrangian, or Material, strain tensor \(\epsilon^L_i\).

We may repeat the procedure with the final coordinates \(X_i\) as the basis, so that
\[
\bar{x}_i = \bar{x}_i(X_1, X_2, X_3)
\]
\[
d\bar{x}_i = \frac{\partial x_i}{\partial X_1} \, d\bar{X}_1 + \frac{\partial x_i}{\partial X_2} \, d\bar{X}_2 + \frac{\partial x_i}{\partial X_3} \, d\bar{X}_3
\]
\[
= x_{i,j} \, d\bar{X}_j
\]
and
\[
u = u_1 e_{x_1} + u_2 e_{x_2} + u_3 e_{x_3} = u_i e_{x_i}.
\]
Substituting Eq. (3.9b) and Eq. 3.5(d) into Eq. (3.4) gives
\[
(dS)^2 - (ds)^2 = d\bar{X}_i \, d\bar{X}_i - x_{i,j} \, d\bar{X}_j \, x_{i,k} \, d\bar{X}_k
\]
\[
= (\delta_{ij}\delta_{ik} - x_{i,j}x_{i,k}) \, d\bar{X}_j \, d\bar{X}_k
\]
\[
= [(\delta_{jk} - (X_i - u_i)_{j}(X_i - u_i)_{k})] \, d\bar{X}_j \, d\bar{X}_k
\]
\[
= [(\delta_{jk} - (\delta_{ij} - u_{i,j})(\delta_{ik} - u_{i,k}))] \, d\bar{X}_j \, d\bar{X}_k
\]
\[
= [(\delta_{jk} - \delta_{jk} + u_{k,j} + u_{j,k} - u_{i,j}u_{i,k})] \, d\bar{X}_j \, d\bar{X}_k
\]
\[
= (u_{j,k} + u_{k,j} - u_{i,j}u_{i,k}) \, d\bar{X}_j \, d\bar{X}_k
\]
for, interchanging \(i\) and \(k\),
\[
(dS)^2 - (ds)^2 = (u_{i,j} + u_{j,i} - u_{k,i}u_{k,j}) \, d\bar{X}_i \, d\bar{X}_j
\]
\[
= 2\epsilon^E_{ij} \, d\bar{X}_i \, d\bar{X}_j,
\]
in which
\[
\epsilon^E_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i} - u_{k,i}u_{k,j})
\]
are components of the Eulerian, or Spatial, strain tensor \(\epsilon^E_i\).

If the displacement gradients \(u_{k,i}\) are small in comparison to unity, then products of such terms are negligible in Eqs. (3.8) and (3.12), and they may be dropped. For such cases, we also consider the initial and final coordinate systems to be coincident, so that
\[
\frac{\partial( )}{\partial x_i} = \frac{\partial( )}{\partial X_i},
\]
then

\[ \varepsilon_{ij}^L = \varepsilon_{ij}^P = \varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i}). \]  

(3.14)

The components \( \varepsilon_{ij} \) refer to the small or infinitesimal strain tensor \( \varepsilon \). Note that no restriction is placed on the magnitude of the \( u_i \) terms but only the gradients. It is thus at least theoretically possible at this point to describe relatively large displacements by infinitesimal strains.

The equations represented by Eq. (3.14) are a cornerstone of the development of the linear theory of elasticity and are called the strain-displacement, or kinematic, equations written in explicit form as

\[
\begin{align*}
\varepsilon_{11} &= u_{1,1} = \partial u_1 / \partial x_1 \quad (a) \\
\varepsilon_{22} &= u_{2,2} = \partial u_2 / \partial x_2 \quad (b) \\
\varepsilon_{33} &= u_{3,3} = \partial u_3 / \partial x_3 \quad (c) \\
\varepsilon_{12} &= \varepsilon_{21} = \frac{1}{2}(u_{1,2} + u_{2,1}) = \frac{1}{2}(\partial u_1 / \partial x_2 + \partial u_2 / \partial x_1) \quad (d) \\
\varepsilon_{13} &= \varepsilon_{31} = \frac{1}{2}(u_{1,3} + u_{3,1}) = \frac{1}{2}(\partial u_1 / \partial x_3 + \partial u_3 / \partial x_1) \quad (e) \\
\varepsilon_{23} &= \varepsilon_{32} = \frac{1}{2}(u_{2,3} + u_{3,2}) = \frac{1}{2}(\partial u_2 / \partial x_3 + \partial u_3 / \partial x_2). \quad (f)
\end{align*}
\]

(3.15)

Noting that the \( u_i \) terms constitute a vector or first-order tensor, the \( u_{i,j} \) terms represent a tensor of order 2, and, therefore, \( \varepsilon \) is a second-order tensor that transforms just as the stress tensor \( \sigma \):

\[ \varepsilon'_{ij} = \alpha_{ik}x_{jl}\varepsilon_{kl}. \]  

(3.16)

### 3.3 Physical Interpretation of Strain Tensor

The physical definition of strain is familiar from elementary strength of materials. Here, it has been introduced from a mathematical standpoint and it remains to reconcile the notions.

First, we consider the components \( \varepsilon_{(ii)} \), which are called extensional strains \([3.1]\). For example, consider a fiber parallel to the \( x_2 \) coordinate axis of initial length \( ds \) and final length \( dS \), for which \( dx_1 = 0, \ dx_2 = 0, \ dx_3 = ds \). Equation (3.7) becomes

\[ (dS)^2 - (ds)^2 = 2\varepsilon_{22} ds^2 \]  

(3.17)

for the case of infinitesimal strain.

Considering the l.h.s. of Eq. (3.17),

\[ (dS)^2 - (ds)^2 = (dS - ds)(dS + ds) \]  

(3.18)

and

\[
\frac{dS - ds}{ds} = \frac{(dS)^2 - (ds)^2}{ds(dS + ds)}. \]

(3.19)

Substituting Eq. (3.17) into the r.h.s. of Eq. (3.19), we have
\[
\frac{dS - ds}{ds} = \frac{2\varepsilon_{22} ds^2}{ds(dS + ds)} \\
\approx \frac{2\varepsilon_{22} ds^2}{2ds^2} \\
= \varepsilon_{22},
\]

(3.20)
since the difference between \(ds\) and \(dS\) is of higher order for distortions \(du/u\), which are small compared to unity. Therefore,

\[
\varepsilon_{22} = \frac{dS - ds}{ds}
\]

(3.21)

which is the relative elongation of a fiber parallel to the \(x_2\) coordinate axis. Similar interpretations are true for \(\varepsilon_{11}\) and \(\varepsilon_{33}\).

The components \(\varepsilon_{ij}\) are called shearing strains and may be interpreted by considering intersecting fibers initially parallel to two of the coordinate axes [3.1]. For example, we select fibers parallel to the \(x_1\) and \(x_3\) axes, as shown in Fig. 3.2, with initial lengths \(dS^{(1)}\) and \(dS^{(3)}\). These fibers have final lengths of \(dS^{(1)}\) and \(dS^{(3)}\) and have rotated through angles \(\beta^{(1)}\) and \(\beta^{(3)}\), respectively. The total change in the initially right angle is

\[
\beta^{(1)} + \beta^{(3)} = \beta.
\]

(3.22)

We consider vectors coincident with the fibers given in component form by

\[
dS^{(1)} = dS^{(1)} e_{x_i}
\]

(a)

and

\[
dS^{(3)} = dS^{(3)} e_{x_i}
\]

(b)

in which the components may be written in terms of the initial coordinates as

\[
dS^{(1)} = \frac{\partial S^{(1)}}{\partial x_j} dx^{(1)} = S_{i,j} dx^{(1)};
\]

(a)

(3.24)

\[
dS^{(3)} = \frac{\partial S^{(3)}}{\partial x_k} dx^{(3)} = S_{i,k} dx^{(3)}.
\]

(b)

Fig. 3.2. Shearing strains.
The scalar product of the vectors is

\[ dS^{(1)} \cdot dS^{(3)} = dS^{(1)} dS^{(3)} \cos \left( \frac{\pi}{2} - \beta \right). \]  \hspace{1cm} (3.25)

Considering first the l.h.s. of Eq. (3.25), in view of Eqs. (3.23), (3.24), (3.3) and also Eq. (2.37),

\[ dS^{(1)} \cdot dS^{(3)} = S_{i,j}^{(1)} dx_j^{(1)} S_{i,k}^{(3)} dx_k^{(3)} = (s_i^{(1)} + u_{i,j}) (s_k^{(3)} + u_{i,k}) \frac{dx_j^{(1)}}{dx_k^{(3)}} \]

\[ = (\delta_{ij} + u_{i,j}) (\delta_{ik} + u_{i,k}) \frac{dx_j^{(1)}}{dx_k^{(3)}} = (\delta_{jk} + u_{k,j} + u_{j,k} + u_{i,j} u_{i,k}) \frac{dx_j^{(1)}}{dx_k^{(3)}}. \]  \hspace{1cm} (3.26)

The product term is zero for infinitesimal theory and, considering the initial orientation of the fibers, we obtain

\[ dx_1^{(1)} = ds^{(1)}, \quad dx_2^{(1)} = dx_3^{(3)} = 0; \]

\[ dx_3^{(3)} = ds^{(3)}, \quad dx_1^{(3)} = dx_2^{(3)} = 0. \]  \hspace{1cm} (3.27)

Therefore, Eq. (3.26) has a nonzero value only for \( j = 1 \) and \( k = 3 \), for which \( \delta_{jk} = 0 \). Thus,

\[ dS^{(1)} \cdot dS^{(3)} \simeq (u_{3,1} + u_{1,3}) ds^{(1)} ds^{(3)}. \]  \hspace{1cm} (3.28)

Now equating the r.h.s. of Eqs. (3.25) and (3.28),

\[ dS^{(1)} ds^{(3)} \cos \left( \frac{\pi}{2} - \beta \right) = (u_{3,1} + u_{1,3}) ds^{(1)} ds^{(3)} \]

Neglecting the differences between the squares of the initial and final lengths of the fibers and assuming small angles of rotation \( \beta \) such that \( \cos \left( \frac{\pi}{2} - \beta \right) = \sin \beta \approx \beta \),

\[ \beta = (u_{1,3} + u_{3,1}) = 2\varepsilon_{13}. \]  \hspace{1cm} (3.30)

That is, the strain component \( \varepsilon_{13} \) is equal to one-half of the increase in the angle between two fibers initially parallel to the \( x_1 \) and \( x_3 \) axes. Similar interpretations are obvious for \( \varepsilon_{12} \) and \( \varepsilon_{23} \).

It should be noted that the shearing strains are frequently taken as the total angle increase \( \beta \) rather than one-half this value [3.2]. Such a definition is termed an “engineering” strain but is awkward because it violates the tensor character of \( \varepsilon_{ij} \). Nevertheless, we should be aware of this form, since engineering strains are helpful for physical interpretation and useful in deriving material laws as demonstrated in Sec. 4.3.

Since the strain tensor is formed from the displacement gradients, it is interesting to separate \( u_{i,j} \) into two parts

\[ u_{i,j} = \varepsilon_{ij} + \omega_{ij}, \]  \hspace{1cm} (3.31)
where

$$\omega_{ij} = \frac{1}{2}(u_{i,j} - u_{j,i}),$$  \hspace{1cm} (3.32)

from Eq. (3.14). For \(i = j\), \(\omega_{ij} = 0\), while for \(i \neq j\), \(\omega_{ij} = -\omega_{ji}\), thus the \(\omega_{ij}\) are elements of a skew-symmetric tensor \(\omega\). For the previous example,

$$\omega_{13} = \frac{1}{2}(u_{1,3} - u_{3,1}).$$  \hspace{1cm} (3.33)

From Eqs. (3.22) and (3.30), we find

$$\beta = \beta^{(1)} + \beta^{(3)} = (u_{1,3} + u_{3,1}) = 2\varepsilon_{13}. \hspace{1cm} (3.34)$$

By comparison,

$$\omega_{13} = \frac{\beta^{(1)} - \beta^{(3)}}{2}, \hspace{1cm} (3.35)$$

which may be interpreted as the average rotation of all fibers around the \(x_2\) axis. For a rigid body rotation, \(\varepsilon_{13} = 0\), \(\beta^{(1)} = -\beta^{(3)}\) and \(\omega_{13} = \beta^{(1)}\). For this reason, \(\omega\) is called the rotation tensor [3.3].

The physical notions of strain discussed in this section are closely intertwined with the mathematical definitions in the preceding section. This connection extends into the nonlinear Lagrangian and Eulerian strain tensors as well, but is understandably more complex than the linear case. A recent unified definition of finite strains by Ma and Desai [3.4] contains both of the classical nonlinear tensors as special cases and isolates a special case which is essentially a mean of the two. The resulting strain tensor possesses some linear characteristics that assist in physical interpretation and exhibits good computational performances for some classical one- and two-dimensional problems.

### 3.4 Principal Strains

Since we have shown that the strains have the same second-order tensor character as the stresses, we expect to be able to identify a system of principal strains that are the eigenvalues determined from the characteristic equation

$$|\epsilon_{ij} - \lambda\delta_{ij}| = 0, \hspace{1cm} (3.36)$$

which is analogous to Eq. (2.56a). The three roots \(\lambda_1, \lambda_2, \lambda_3\) are the principal strains \(\varepsilon^{(k)}\), with \(k = 1, 2, 3\).

The corresponding eigenvectors designate the directions associated with each of the principal strains and are computed from

$$(\epsilon_{ij} - \lambda\delta_{ij})n_j = 0 \hspace{1cm} (3.37)$$

along with Eq. (2.57). The direction of principal strain are denoted by \(n^{(k)}_j\), with \(k = 1, 2\ and \ 3\). These directions are mutually perpendicular and, for isotropic elastic materials (to be discussed in Chapter 4), coincide with the
directions of the principal stresses. Obviously, the largest extension experienced by any fiber at a point is equal to the largest principal strain.

Strains on oblique planes, octahedral strains and the absolute maximum shearing strain are obtained relative to the principal coordinates in a manner analogous to obtaining corresponding stress quantities, described in Section 2.5. Also for completeness, we define the strain invariants \( R_1, R_2 \) and \( R_3 \) analogous to \( Q_1, Q_2 \) and \( Q_3 \) in Eqs. (2.58) and (2.59), with the \( \sigma_{ij} \) replaced by \( \varepsilon_{ij} \) in each case. Of particular physical significance is

\[
R_1 = \varepsilon_{ii} = u_{i,i}, \tag{3.38}
\]

which is called the cubical strain, and is related to the volume change as shown in Sec. 3.5.

### 3.5 Volume and Shape Changes

It is sometimes convenient to separate the components of strain into those that cause changes in the *volume* and those that cause changes in the *shape* of a differential element.

Consider a volume element oriented with the *principal* directions, similar to that shown in Fig. 2.2, but with the shearing stresses equal to zero. The original length of each side is taken as \( dx^{(k)} \) and the final length as \( dX^{(k)} \), where

\[
dx^{(k)} = dx^{(k)}(1 + \varepsilon^{(k)}).
\]

The original volume is found as

\[
dv = \prod_{k=1}^{3} dx^{(k)}, \tag{3.40a}
\]

and the final volume by

\[
dV = \prod_{k=1}^{3} dX^{(k)} = \prod_{k=1}^{3} (1 + \varepsilon^{(k)}) dx^{(k)}. \tag{3.40b}
\]

Now, the *dilatation* is defined as the relative change in volume

\[
\Delta = \frac{dV - dv}{dv} = \frac{dv \left\{ \left\{ \prod_{k=1}^{3} (1 + \varepsilon^{(k)}) \right\} - 1 \right\}}{dv} = [(1 + \varepsilon^{(1)})(1 + \varepsilon^{(2)})(1 + \varepsilon^{(3)})] - 1
\]
\[ \sum_{k=1}^{3} e^{(k)} = e^{(1)} + e^{(2)} + e^{(3)} + \text{higher-order terms} \]

which is simply the sum of the diagonal terms of the tensor.

The dilatation \( \Delta \) is also equal to the sum of the principal strains \( e_{ii} \), which is the first strain invariant \( R_1 \) and the divergence of the displacement vector \( \nabla \cdot \mathbf{u} = u_{t,i} \), defined by Eq. (3.5c).

Changes in shape of the volume element are denoted by the shearing strains \( \varepsilon_{ij} \), with \( i \neq j \), sometimes called the detrusions [3.2].

The preceding separation of the strains into dilatational and detrusional components may be formalized by the resolution of the strain tensor into two terms [3.3],

\[ \varepsilon = \varepsilon_M + \varepsilon_D, \]

in which

\[ \varepsilon_M = \begin{bmatrix} \varepsilon_1 & 0 & 0 \\ 0 & \varepsilon_2 & 0 \\ 0 & 0 & \varepsilon_3 \end{bmatrix} = \text{mean normal strain} \]

\[ \varepsilon_D = \begin{bmatrix} \varepsilon_{11} - \varepsilon_M & \varepsilon_{12} & \varepsilon_{13} \\ \varepsilon_{12} & \varepsilon_{22} - \varepsilon_M & \varepsilon_{23} \\ \varepsilon_{13} & \varepsilon_{23} & \varepsilon_{33} - \varepsilon_M \end{bmatrix} = \text{strain deviator}, \]

and where

\[ \varepsilon_M = \frac{1}{3}(\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}) \]

\[ = \frac{1}{3}(e^{(1)} + e^{(2)} + e^{(3)}) \]

\[ = \frac{1}{3} R_1 \]

The mean normal strain \( \varepsilon_M \) corresponds to a state of equal elongation in all directions for an element at a given point. The element would remain similar to the original shape but change in volume with a dilatation of \( e_{ii} \). For this reason, \( \varepsilon_M \) may be termed the volumetric component of strain.

The strain deviator, or deviatoric component, \( \varepsilon_D \) has a dilatation, calculated from Eq. (3.41), of

\[ \Delta = \sum_{i=1}^{3} \varepsilon_D^{(i)} \]

\[ = \varepsilon_{D,ii} \]

\[ = (\varepsilon_{11} - \varepsilon_M) + (\varepsilon_{22} - \varepsilon_M) + (\varepsilon_{33} - \varepsilon_M) \]

\[ = \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33} - 3[\frac{1}{3}(\varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33})] \]

\[ = 0. \]
This characterizes a change in shape of an element with no change in volume.

The invariants of the strain deviator tensor play an important role in the theory of plasticity since shape changes are of importance.

Corresponding to the deformations associated with the mean normal strain and strain deviator, we define the principal stresses associated with changes in the volume and the shape as

$$\sigma = \sigma_M + \sigma_D$$

in which

$$\sigma_M = \begin{bmatrix} \sigma_M & 0 & 0 \\ 0 & \sigma_M & 0 \\ 0 & 0 & \sigma_M \end{bmatrix} = \text{mean normal stress}$$

$$\sigma_D = \begin{bmatrix} \sigma_{11} - \sigma_M & \sigma_{12} & \sigma_{13} \\ \sigma_{12} & \sigma_{22} - \sigma_M & \sigma_{23} \\ \sigma_{13} & \sigma_{23} & \sigma_{33} - \sigma_M \end{bmatrix} = \text{stress deviator},$$

and where

$$\sigma_M = \frac{1}{3}(\sigma_{11} + \sigma_{22} + \sigma_{33})$$

$$= \frac{1}{3}(\sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)})$$

In indicial form, the volumetric and deviatoric components of stress are, respectively,

$$\sigma_{M_{ij}} = \frac{1}{3}\sigma_{kk}\delta_{ij}$$

and

$$\sigma_{D_{ij}} = \sigma_{ij} - \sigma_{M_{ij}}$$

$$= \sigma_{ij} - \frac{1}{3}\sigma_{kk}\delta_{ij}.$$ 

For principal axes

$$\sigma_D = \begin{bmatrix} \sigma^{(1)} - \sigma_M & 0 & 0 \\ 0 & \sigma^{(2)} - \sigma_M & 0 \\ 0 & 0 & \sigma^{(3)} - \sigma_M \end{bmatrix}$$

$$= \begin{bmatrix} \sigma_D^{(1)} & 0 & 0 \\ 0 & \sigma_D^{(2)} & 0 \\ 0 & 0 & \sigma_D^{(3)} \end{bmatrix}.$$ 

Note that the sum of the diagonals of $\sigma_D$ is

$$\sigma_{D_{ii}} = \sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)} - 3 \cdot \frac{1}{3} [\sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)}] = 0.$$

The stress deviator tensor referred to the principal axes, Eq. (3.53), is the basis of the reknown von Mises yield condition, discussed in Sec. 11.3.3.
3.6 Compatibility

If we examine Eq. (3.14), \( \varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i}) \), we see that the components of strain may be computed once the displacements are known, provided that they are once differentiable. However, the inverse problem of calculating the displacements from the strains is not so direct since there are six independent equations and only three unknowns. Conditions of compatibility, imposed on the components of strain \( \varepsilon_{(jj)} \), may be shown to be necessary and sufficient [3.5] to insure a continuous single-valued displacement field \( u \).

The usual procedure is to eliminate the displacements between the equations repeatedly to produce equations with only strains as unknowns. First, we take two normal components \( \varepsilon_{(11)} \) and \( \varepsilon_{(mm)} \) and the shearing component \( \varepsilon_{1m} \) with the summation convention suspended. Taking second partials, we have

\[
\begin{align*}
\varepsilon_{(11,mm)} &= u_{(1,1mm)} \\
\varepsilon_{(mm,11)} &= u_{(m,111)} \\
\varepsilon_{(1m,lm)} &= \frac{1}{2}(u_{(1,m1m)} + u_{(m,ilm)}) \\
\varepsilon_{(1m,lm)} &= \frac{1}{2}(u_{(1,lm1)} + u_{(m,ml1)}),
\end{align*}
\]

(a) (b) (c) (3.55)

with interchangeability of the order of differentiation assumed. Next, we equate Eq. (3.55a) plus Eq. (3.55b) to twice Eq. (3.55c) to get

\[ \varepsilon_{(11,mm)} + \varepsilon_{(mm,11)} = 2\varepsilon_{(1m,lm)}. \]  (3.56)

Then, we take one normal component \( \varepsilon_{(11)} \) and three shearing components \( \varepsilon_{1m}, \varepsilon_{ln}, \varepsilon_{mn} \) and write the second partials

\[
\begin{align*}
\varepsilon_{(11,mm)} &= u_{(1,1mn)} \\
\varepsilon_{(ln,ln)} &= \frac{1}{2}(u_{(l,mn)} + u_{(m,ln)}) \\
\varepsilon_{(ln,ln)} &= \frac{1}{2}(u_{(l,nm)} + u_{(n,lm)}) \\
\varepsilon_{(mn,nn)} &= \frac{1}{2}(u_{(m,n1)} + u_{(n,m1)}).
\end{align*}
\]

(a) (b) (c) (d) (3.57)

We find that Eq. (3.57a) can be equated to Eq. (3.57b) plus Eq. (3.57c) minus Eq. (3.57d) to give

\[ \varepsilon_{(ln,ln)} + \varepsilon_{(ln,ln)} - \varepsilon_{(mn,nn)} = \varepsilon_{(11,mm)}. \]  (3.58)

Equations (3.56) and (3.58) are six equations relating the components of strain that insure that these components will integrate into a unique displacement field. They are of importance and may be written explicitly as

\[
\begin{align*}
\varepsilon_{11,22} + \varepsilon_{22,11} &= 2\varepsilon_{12,12} \\
\varepsilon_{22,33} + \varepsilon_{33,22} &= 2\varepsilon_{23,23} \\
\varepsilon_{33,11} + \varepsilon_{11,33} &= 2\varepsilon_{31,31}
\end{align*}
\]

(a) (b) (c)
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\[ \varepsilon_{12,13} + \varepsilon_{13,12} - \varepsilon_{23,11} = \varepsilon_{11,23} \quad \text{(d)} \]
\[ \varepsilon_{23,21} + \varepsilon_{21,23} - \varepsilon_{31,22} = \varepsilon_{22,31} \quad \text{(e)} \]
\[ \varepsilon_{31,32} + \varepsilon_{32,31} - \varepsilon_{12,33} = \varepsilon_{33,12} \quad \text{(f)} \] \( (3.59) \)

These are known as the St. Venant compatibility equations which may also be extracted from the tensor equation

\[ \varepsilon_{ij,kl} + \varepsilon_{kl,ij} = \varepsilon_{ik,jl} + \varepsilon_{jl,ik}, \quad (3.60) \]

which represents \( 3^4 = 81 \) equations, only six of which are distinct; for example, for \( i = 1, j = 1, k = 2, l = 2 \), we get

\[ \varepsilon_{11,22} + \varepsilon_{22,11} = \varepsilon_{12,12} + \varepsilon_{12,12} = 2\varepsilon_{12,12}, \quad (3.61) \]

which is also Eq. (3.59a). It has been shown that these equations are not strictly "independent. A further differential combination of the six equations produces three identities connecting the equations, which are known as the Bianchi formulas. One may not, however, choose any three of the six, so that the usual approach is to include all six in the formulation [3.7].

Even though we have the compatibility equations, the formulation is still incomplete in that there is no connection between the equilibrium equations Eqs. (2.34), three equations in six unknowns \( \sigma_{ij} \), and the kinematic equations Eqs. (3.14), Six equations in nine unknowns \( \varepsilon_{ij} \) and \( u_i \). We will seek the connection between the equilibrium and the kinematic equations in the laws of physics governing material behavior, considered in the next chapter.

### 3.7 Computational Example

A displacement field is given by

\[ u = [(3x^2y + 6) \times 10^{-2}]e_x + [(y^2 + 6xz) \times 10^{-2}]e_y \]
\[ + [(6z^2 + 2yz + 10) \times 10^{-2}]e_z. \quad (3.62) \]

We seek to compute the components of the strain and rotation tensors \( \varepsilon_{ij} \) and \( \omega_{ij} \), and to verify the compatibility equations.

1. The partial derivatives \( \times 10^{-2} \) with \( x = 1, y = 2, z = 3 \) are

\[ u_{1,1} = 6xy; \quad u_{1,2} = 3x^2; \quad u_{1,3} = 0; \]
\[ u_{1,11} = 6y; \quad u_{1,12} = 6x; \quad u_{1,112} = 6. \]
\[ u_{2,1} = 6z; \quad u_{2,2} = 2y; \quad u_{2,3} = 6x; \]
\[ u_{2,13} = 6; \quad u_{2,22} = 2. \]
\[ u_{3,1} = 0; \quad u_{3,2} = 2z; \quad u_{3,3} = 12z + 2y; \]
\[ u_{3,23} = 2; \quad u_{3,33} = 12. \]
(2) The strain tensor is
\[ \varepsilon = \begin{bmatrix} 6xy & \frac{1}{2}(3x^2 + 6y) & 0 \\ \frac{1}{2}(3x^2 + 6z) & 2y & \frac{1}{2}(6x + 2z) \\ 0 & \frac{1}{2}(6x + 2z) & 12z + 2y \end{bmatrix} \times 10^{-2}. \]

(3) The rotation tensor is
\[ \omega = \begin{bmatrix} 0 & \frac{1}{2}(3x^2 - 6z) & 0 \\ -\frac{1}{2}(3x^2 - 6z) & 0 & \frac{1}{2}(6x - 2z) \\ 0 & -\frac{1}{2}(6x - 2z) & 0 \end{bmatrix} \times 10^{-2}. \]

For any given points \((x, y, z)\), the strains and average rotations may be computed as the elements of \(\varepsilon_{ij}\) and \(\omega_{ij}\), respectively, and the principal strains and directions determined.

(4) Compatibility: Since only nonzero second partial derivatives enter into Eqs. (3.59), we consider \(\varepsilon_{12,11} = 3\) and \(\varepsilon_{21,11} = 3\). Neither of these appears in Eqs. (3.59), thus the latter equations are identically satisfied. Beyond this trivial example we may observe that all strain fields which are linear will identically satisfy the compatibility relations. This is of some importance in generating numerical or approximate solutions to the equations of the theory of elasticity since linear approximations are otherwise convenient.

**Exercises**

3.1 The components of a displacement field are (from [3.6])
\[ u_x = (x^2 + 20) \times 10^{-4}, \]
\[ u_y = 2yz \times 10^{-3}, \]
\[ u_z = (z^2 - xy) \times 10^{-3}. \]

(a) Consider two points in the undeformed system \((2, 5, 7)\) and \((3, 8, 9)\). Find the change in distance between these points.

(b) Compute the components of the strain tensor.

(c) Compute the components of the rotation tensor.

(d) Compute the strain at \((2, -1, 3)\).

(e) Does the displacement field satisfy compatibility?

3.2 The strain field at a point \(P(x, y, z)\) in an elastic body is given by
\[ \varepsilon = \begin{bmatrix} 20 & 3 & 2 \\ 3 & -10 & 5 \\ 2 & 5 & -8 \end{bmatrix} \times 10^{-6}. \]

Determine the following values.

(a) the strain invariants

(b) the principal strains

(c) the octahedral shearing strain

(d) the absolute maximum shearing strain

(e) the mean normal strain and the strain deviator.
3.3 With reference to problem 3.2, consider a second coordinate system $x'_i$ in which $x'_2$ is parallel to $x_2$ and $x'_1$ and $x'_3$ are defined by a $60^\circ$ counterclockwise rotation about $x_2$. Find the components of strain with reference to the $x'_i$ system using the strain field from problem 3.2.

3.4 The components of a strain tensor referred to the $x_1, x_2, x_3$ axes in the figure are

$$\varepsilon = \begin{bmatrix} 0.02 & 0 & 0 \\ 0 & 0.01 & 0 \\ 0 & 0 & 0.03 \end{bmatrix}.$$  

In the figure, $OA = OB = OC$ and $D$ is the midpoint of $AC$. The direction cosines of $AC$ are $(1/\sqrt{2}, 0, -1/\sqrt{2})$ and those of $BD$ are $(-1/\sqrt{6}, \sqrt{2}/\sqrt{3}, -1/\sqrt{6})$. Find:
(a) the elongation of line $AC$
(b) change of initial right angle $BDA$.

![Problem 3.4](image)

3.5 The components of a strain tensor referred to the $x_1, x_2, x_3$ axes in the figure are given by

$$\varepsilon = \begin{bmatrix} 0.02 & -0.003 & 0 \\ -0.003 & 0.01 & 0.02 \\ 0 & 0.02 & 0.01 \end{bmatrix},$$

and they are constant in the region under consideration. The direction cosines of $AC$ and $DB$ are as given in Exercise 3.4. Find:
(a) the relative elongations of the lines $AC$ and $DB$
(b) the change of the initially right angle $ADB$
(c) the first, second and third invariants of strain.
3.6 Compute the infinitesimal strains and sketch the deformed configuration of an initially rectangular volume element subject to the following displacement fields (from [3.1]), where $A$, $B$, $D_{ij} =$ constants,
(a) Simple extension: $u_1 = A_1 x_1; u_2 = u_3 = 0$.
(b) Simple shear: $u_1 = Bx_2; u_2 = y_3 = 0$.
(c) Homogeneous deformation: $u_i = D_{ij} x_j$. [See 3.8]

3.7 Consider a (linear) strain field associated with a simply connected region $R$ such that

$$
\begin{align*}
\varepsilon_{11} &= Ax_2^2, \quad \varepsilon_{22} = Ax_1^2, \quad \varepsilon_{12} = Bx_1 x_2, \quad \varepsilon_{33} = \varepsilon_{32} = \varepsilon_{31} = 0. \\
\end{align*}
$$

Find the relationship between $A$ and $B$ such that it is possible to obtain a single-valued continuous displacement field which corresponds to the given strain field.

3.8 Show that the expression for the tangential component of stress $\sigma_{ns}$, given by Eq. 2.19, can be written as

$$
\sigma_{ns} = \left[\sigma_{ik} \sigma_{jm} n_k n_m (\delta_{km} - n_k n_m)\right]^{1/2}
$$

3.9 Consider the St. Venant compatibility equations (3.59):

(a) $R_1 = \varepsilon_{11,22} + \varepsilon_{22,11} - 2\varepsilon_{12,12} = 0$
\[ R_2 = \varepsilon_{22,33} + \varepsilon_{33,22} - 2\varepsilon_{23,23} = 0 \]
\[ R_3 = \varepsilon_{33,11} + \varepsilon_{11,33} - 2\varepsilon_{31,31} = 0 \]
\[ U_1 = -\varepsilon_{11,23} + ( -\varepsilon_{23,1} + \varepsilon_{31,2} + \varepsilon_{12,3} )_1 = 0 \]
\[ U_2 = -\varepsilon_{22,31} + ( \varepsilon_{23,1} - \varepsilon_{31,2} + \varepsilon_{12,3} )_2 = 0 \]
\[ U_3 = -\varepsilon_{33,12} + ( \varepsilon_{23,1} + \varepsilon_{31,2} - \varepsilon_{12,3} )_3 = 0 \]

(b) Show that these equations satisfy the Bianchi formulas [3.7]:

$$
\begin{align*}
R_{1,1} + U_{3,2} + U_{2,3} &= 0 \\
U_{3,1} + R_{2,2} + U_{1,3} &= 0 \\
U_{2,1} + U_{1,2} + R_{3,3} &= 0 \\
\end{align*}
$$
References

CHAPTER 4

Material Behavior

4.1 Introduction

The need to connect the equilibrium equations derived in Chapter 2 with the
kinematic relations developed in Chapter 3 was pointed out earlier. This
coupling is accomplished by considering the mechanical properties of the
materials for which the theory of elasticity is to be applied and is expressed
by constitutive or material laws.

4.2 Uniaxial Behavior

The most elementary description of material behavior is the well-known
Hooke's law, stated by Robert Hooke in the late 17th century [4.1], which
refers to a one-dimensional extensional test:

$$\sigma_{11} = E\varepsilon_{11}. \tag{4.1}$$

where $E$ is called the modulus of elasticity, or Young's modulus after Thomas
Young who introduced the term in the early 19th century [4.1]. This test also
reveals some additional bases of material characterization as shown in Fig.
4.1, which is an automatically recorded plot of two cycles of loading and
unloading for mild steel. Branch (1) is the initial elastic response, from which
$E$ may be calculated as the slope. In the vicinity of (2), there is a decrease
in the slope, commencing at the proportional limit and progressing until the
yield point is reached at (3). Yielding progresses along branch (4) until un-
loading commences at (5) and continues along (6). The unloading ceases, and
reloading begins at (7) to initiate another cycle that extends through (13)
when the test is terminated. Region (14) is known as a hysteresis loop and is a
measure of the energy dissipated through one excursion beyond the yield
point.

A material that is loaded only to a level below the yield strain and that
unloads along the same path is called elastic. If the path is linear as well, the
material is said to be linearly elastic. It is also possible to have nonlinear
elastic materials for which the coincident paths are curved. Both of these possibilities are addressed by the theory of elasticity, although only the former case is considered here in any detail. Past the yield point, we have the inelastic regime that requires additional considerations.

Beyond the uniaxial test, the characterization of material behavior is far more involved, from both a theoretical and an experimental standpoint, and is discussed in the following sections.

### 4.3 Generalized Hooke’s Law

As a prerequisite to the postulation of a linear relationship between each component of stress and strain, it is necessary to establish the existence of a strain energy density \( W \) that is a homogeneous quadratic function of the strain components \( W(\varepsilon_{ij}) \) [4.2]. This concept is attributed to George Green [4.1]. For a body that is slightly strained by gradual application of the loading while the temperature remains constant, this will produce stress components derivable as

\[
\sigma_{ij} = \frac{\partial W}{\partial \varepsilon_{ij}} \quad (4.2a)
\]

It is convenient initially to write \( W \) in terms of the “engineering” strains \( \bar{\varepsilon}_{ij} \) as defined in Section 3.3. Thus,

\[
\sigma_{ij} = \frac{\partial W(\bar{\varepsilon}_{ij})}{\partial \bar{\varepsilon}_{ij}} \quad (4.2b)
\]

where \( \bar{\varepsilon}_{ij} = (2 - \delta_{ij})\varepsilon_{ij} \).

The function should have coefficients such that \( W \geq 0 \) in order to insure
the stability of the body [4.2], with \( W(0) = 0 \) corresponding to a natural or zero energy state (unloaded). Energy principles are developed in Chapter 10.

Now, the generalized Hooke's law is written in the form of a fourth-order tensor

\[
\sigma_{ij} = E_{ijkl}\varepsilon_{kl} \tag{4.3}
\]

in which the 81 coefficients \( E_{ijkl} \) are called the elastic constants. Since \( W \) is continuous, the order of differentiation in Eq. (4.2) is immaterial and \( E_{ijkl} \) is symmetric. Thus the number of independent equations reduces from nine to six, the elastic constants from 81 to 36, and then further to \( [(36.6)/2] + 6 = 21 \) when only half of the off-diagonal constants are counted. We represent this relationship in matrix form in terms of the engineering strains as

\[
\{\sigma\} = [E]\{\varepsilon\}, \tag{4.4}
\]

where

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{pmatrix}
= \begin{bmatrix}
E_{1111} & E_{1122} & E_{1133} & E_{1112} & E_{1123} & E_{1131} \\
E_{2222} & E_{2233} & E_{2212} & E_{2223} & E_{2231} \\
E_{3333} & E_{3312} & E_{3323} & E_{3331} \\
E_{1212} & E_{1222} & E_{1233} & E_{1231} \\
E_{2323} & E_{2331} & E_{2312} \\
E_{3131}
\end{bmatrix}
\begin{pmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\varepsilon_{12} \\
\varepsilon_{23} \\
\varepsilon_{31}
\end{pmatrix} \tag{4.5}
\]

Replacing the awkward quadruple subscripts, we have

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{pmatrix}
= \begin{bmatrix}
C_{11} & C_{12} & C_{13} & C_{14} & C_{15} & C_{16} \\
C_{22} & C_{23} & C_{24} & C_{25} & C_{26} \\
C_{33} & C_{34} & C_{35} & C_{36} \\
C_{44} & C_{45} & C_{46} \\
C_{55} & C_{56} \\
C_{66}
\end{bmatrix}
\begin{pmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\varepsilon_{12} \\
\varepsilon_{23} \\
\varepsilon_{31}
\end{pmatrix} \tag{4.6}
\]

or

\[
\{\sigma\} = [C]\{\varepsilon\}. \tag{4.7}
\]

The corresponding strain energy function is [4.2]

\[
2W = C_{11}\varepsilon_{11}^2 + 2C_{12}\varepsilon_{11}\varepsilon_{22} + 2C_{13}\varepsilon_{11}\varepsilon_{33} + 2C_{14}\varepsilon_{11}\varepsilon_{12} + 2C_{15}\varepsilon_{11}\varepsilon_{23}
+ 2C_{16}\varepsilon_{11}\varepsilon_{31} + C_{22}\varepsilon_{22}^2 + 2C_{23}\varepsilon_{22}\varepsilon_{33} + 2C_{24}\varepsilon_{22}\varepsilon_{12} + 2C_{25}\varepsilon_{22}\varepsilon_{23} + 2C_{26}\varepsilon_{22}\varepsilon_{31}
+ C_{33}\varepsilon_{33}^2 + 2C_{34}\varepsilon_{33}\varepsilon_{12} + 2C_{35}\varepsilon_{33}\varepsilon_{23} + 2C_{36}\varepsilon_{33}\varepsilon_{31}
+ C_{44}\varepsilon_{12}^2 + 2C_{45}\varepsilon_{12}\varepsilon_{23} + 2C_{46}\varepsilon_{12}\varepsilon_{31}
+ C_{55}\varepsilon_{23}^2 + 2C_{56}\varepsilon_{23}\varepsilon_{31}
+ C_{66}\varepsilon_{31}^2 \tag{4.8}
\]

from which Eqs. (4.2) produces Eq. (4.6).
The preceding characterization is the most general with which we need to be concerned; such a material is termed *anisotropic* [4.3]. Fortunately, most engineering materials possess properties of symmetry about one or more of the planes or axes, which allow the number of independent constants to be reduced. Devising valid experiments to isolate each material constant can be tedious and difficult.

The first reduction is for one plane of symmetry, for example, plane $x_2x_3$ in Fig. 4.2(a). This implies that the $x_1$ axis can be reversed as shown in Fig. 4.2(b), which corresponds to a coordinate transformation with direction cosines as shown below [4.4]:

\[
\begin{array}{c|c|c|c}
 & x_1 & x_2 & x_3 \\
\hline
x'_1 & -1 & & \\
x'_2 & & 1 & \\
x'_3 & & & 1 \end{array}
\]  

Using Eq. (2.13), $\sigma'_{ij} = \alpha_{ik}\alpha_{jl}\sigma_{kl}$, with the direction cosines given in Eq. (4.9), we find

\[
\sigma'_{11} = \sigma_{11}; \quad \sigma'_{22} = \sigma_{22}; \quad \sigma'_{33} = \sigma_{33}; \\
\sigma'_{12} = -\sigma_{12}; \quad \sigma'_{23} = \sigma_{23}; \quad \sigma'_{31} = -\sigma_{31}.
\]

Similarly, using Eq. (3.16), $\varepsilon'_{ij} = \alpha_{ik}\alpha_{jl}\varepsilon_{kl}$, we find

\[
\varepsilon'_{11} = \varepsilon_{11}; \quad \varepsilon'_{22} = \varepsilon_{22}; \quad \varepsilon'_{33} = \varepsilon_{33}; \\
\varepsilon'_{12} = -\varepsilon_{12}; \quad \varepsilon'_{23} = \varepsilon_{23}; \quad \varepsilon'_{31} = -\varepsilon_{31}.
\]
The preceding relations are reflected in the material law

\[
\begin{pmatrix}
\sigma'_{11} \\
\sigma'_{22} \\
\sigma'_{33} \\
\sigma'_{12} \\
\sigma'_{23} \\
\sigma'_{31}
\end{pmatrix} =
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
-\sigma_{12} \\
-\sigma_{23} \\
-\sigma_{31}
\end{pmatrix} =
\begin{pmatrix}
\varepsilon'_{11} \\
\varepsilon'_{22} \\
\varepsilon'_{33} \\
\varepsilon'_{12} \\
\varepsilon'_{23} \\
\varepsilon'_{31}
\end{pmatrix}
\]  
\begin{pmatrix}
C
\end{pmatrix}
\]  

Rewriting Eq. (4.10) in the form of Eq. (4.6) gives

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{pmatrix} =
\begin{pmatrix}
C_{11} & C_{12} & C_{13} & -C_{14} & C_{15} & -C_{16} \\
C_{22} & C_{23} & -C_{24} & C_{25} & -C_{26} \\
C_{33} & -C_{34} & C_{35} & -C_{36} \\
-C_{44} & C_{45} & C_{46} \\
C_{55} & -C_{56} \\
C_{66}
\end{pmatrix}
\begin{pmatrix}
\varepsilon'_{11} \\
\varepsilon'_{22} \\
\varepsilon'_{33} \\
-\varepsilon'_{12} \\
-\varepsilon'_{23} \\
-\varepsilon'_{31}
\end{pmatrix}
\]  
\begin{pmatrix}
C
\end{pmatrix}  
\]  

(4.11)

but, since the constants do not change with the transformation, \(C_{14}, C_{16}, C_{24}, C_{26}, C_{34}, C_{36}, C_{45}, C_{56} = 0\) leaving \(21 - 8\), or 13, constants. Such a material is called \textit{monoclinic} [4.4].

Next, double symmetry is achieved by the transformation

\[
\begin{array}{c|c|c|c}
& x_1 & x_2 & x_3 \\
\hline
x'_1 & -1 & & \\
\hline
x'_2 & & -1 & \\
\hline
x'_3 & & & 1 \\
\end{array}
\]  
\]  

(4.12)

Fig. 4.3. Double-plane symmetry.
as shown in Fig. 4.3. Following a similar argument as before, the number of elastic constants is reduced from 13 to 9 producing an orthorhombic or orthotropic material [4.4]. No further reduction is achieved by taking \( x_3' = -x_3 \), since all of the axes could have been reversed initially in Fig. 4.2(a).

The stress-strain law for an orthotropic material is written explicitly as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{bmatrix}
= \begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{22} & C_{23} & 0 & 0 & 0 & 0 \\
C_{33} & 0 & 0 & 0 & 0 & 0 \\
C_{44} & 0 & 0 & 0 & 0 & 0 \\
C_{55} & 0 & 0 & 0 & 0 & 0 \\
C_{66}
\end{bmatrix}
\begin{bmatrix}
\tilde{\varepsilon}_{11} \\
\tilde{\varepsilon}_{22} \\
\tilde{\varepsilon}_{33} \\
\tilde{\varepsilon}_{12} \\
\tilde{\varepsilon}_{23} \\
\tilde{\varepsilon}_{31}
\end{bmatrix}
\]  

(a) (4.13)

or, in terms of the elastic moduli, as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{bmatrix}
= \begin{bmatrix}
E_{1111} & E_{1122} & E_{1133} & 0 & 0 & 0 \\
E_{2222} & E_{2233} & 0 & 0 & 0 & 0 \\
E_{3333} & 0 & 0 & 0 & 0 & 0 \\
E_{1212} & 0 & 0 & 0 & 0 & 0 \\
E_{2323} & 0 & 0 & 0 & 0 & 0 \\
E_{3131}
\end{bmatrix}
\begin{bmatrix}
\tilde{\varepsilon}_{11} \\
\tilde{\varepsilon}_{22} \\
\tilde{\varepsilon}_{33} \\
\tilde{\varepsilon}_{12} \\
\tilde{\varepsilon}_{23} \\
\tilde{\varepsilon}_{31}
\end{bmatrix}
\]  

(b) (4.13)

Additional simplifications are possible if directional independence of the material properties is present. The appropriate relationships are formally derived by interchanging axes. For example, we may interchange \( x_2 \) and \( x_3 \) by the transformation

\[
\begin{array}{c|ccc}
& x_1 & x_2 & x_3 \\
\hline
x_1' & 1 & 0 & 0 \\
x_2' & 0 & 0 & 1 \\
x_3' & 0 & 1 & 0
\end{array}
\]  

(4.14)

and \( x_1 \) and \( x_2 \) by

\[
\begin{array}{c|ccc}
& x_1 & x_2 & x_3 \\
\hline
x_1' & 0 & 1 & 0 \\
x_2' & 1 & 0 & 0 \\
x_3' & 0 & 0 & 1
\end{array}
\]  

(4.15)

The result is a cubic material with three independent constants.

A final simplification is to enforce rotational independence, in addition to the directional independence, by the transformation...
4.3 Generalized Hooke’s Law

Fig. 4.4. Isotropic condition.

<table>
<thead>
<tr>
<th></th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x'_1$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x'_2$</td>
<td>0</td>
<td>$\cos \theta$</td>
<td>$\sin \theta$</td>
</tr>
<tr>
<td>$x'_3$</td>
<td>0</td>
<td>$-\sin \theta$</td>
<td>$\cos \theta$</td>
</tr>
</tbody>
</table>

as shown in Fig. 4.4. This reduces the number of constants from three to two, producing the familiar isotropic material. These modulii are known as the Lamé constants, since they were correctly established first by Gabriel Lamé in the middle of the 19th century [4.1], and produce the stress-strain relationship written in terms of the tensor components $\varepsilon_{ij}$ as

$$
\begin{align*}
\sigma_{ij} & = 2\mu \varepsilon_{ij} + \lambda (\varepsilon_{kk} - \frac{2}{3} \varepsilon) \\
\lambda & = 2\varepsilon + \lambda
\end{align*}
$$

or, in indicial form,

$$
\varepsilon_{ij} = 2\mu \varepsilon_{ij} + \lambda \delta_{ij} \varepsilon_{kk}.
$$

It is useful to invert Eq. (4.18), expressing the strains in terms of the stresses. This is best accomplished by first setting $i = j$ and expressing $\varepsilon_{kk}$ in terms of $\sigma_{kk}$, and then solving the resulting Eq. (4.18) for $\varepsilon_{ij}$. This gives

$$
\varepsilon_{ij} = \frac{1}{2\mu} \sigma_{ij} - \frac{\lambda}{2\mu(2\mu + 3\lambda)} \delta_{ij} \sigma_{kk}.
$$

Although the Lamé constants are perfectly suitable from a mathematical standpoint, it is common to use engineering material constants that are related to measurements from elementary mechanical tests.
For a uniaxial stress with $\sigma_{11}$ constant and all other $\sigma_{ij} = 0$,

$$
\sigma_{11} = (2\mu + \lambda)\varepsilon_{11} + \lambda\varepsilon_{22} + \lambda\varepsilon_{33}, \quad (a)
$$

$$
0 = \lambda\varepsilon_{11} + (2\mu + \lambda)\varepsilon_{22} + \lambda\varepsilon_{33}, \quad (b) \quad (4.20)
$$

$$
0 = \lambda\varepsilon_{11} + \lambda\varepsilon_{22} + (2\mu + \lambda)\varepsilon_{33}. \quad (c)
$$

Solving (4.20b) and (4.20c) for $\varepsilon_{22} + \varepsilon_{33}$ and then substituting into Eq. (4.20a) gives

$$
\sigma_{11} = \frac{\mu(2\mu + 3\lambda)}{\mu + \lambda}\varepsilon_{11} = E\varepsilon_{11}. \quad (4.21)
$$

Young’s modulus, $E$, was defined in Section 4.2.

From the same uniaxial stress state, the fractional contraction may be computed as

$$
-\frac{\varepsilon_{22}}{\varepsilon_{11}} = -\frac{\varepsilon_{33}}{\varepsilon_{11}} = \frac{\lambda}{2(\mu + \lambda)} = v, \quad (4.22)
$$

where $v$ is Poisson’s ratio.

A third engineering constant is obtained from the state of pure shear in two dimensions, given by $\sigma_{12} = \sigma_{21} = \text{constant}$, all other $\sigma_{ij} = 0$. From Eq. (4.18),

$$
\sigma_{12} = 2\mu\varepsilon_{12} = 2G\varepsilon_{12}, \quad (4.23)
$$

where $G$ is the shear modulus.

Although the engineering constants $E$, $v$ and $G$ are convenient, we realize that only two of these constants are independent since $G = \mu$ and both $E$ and $v$ are defined in terms of $\lambda$ and $\mu$. The relationships between the Lamé and engineering constants are collected as

$$
\mu = \frac{E}{2(1 + v)}, \quad (a)
$$

$$
\lambda = \frac{vE}{(1 + v)(1 - 2v)}, \quad (b)
$$

$$
E = \frac{\mu(2\mu + 3\lambda)}{\mu + \lambda}, \quad (c) \quad (4.24)
$$

$$
v = \frac{\lambda}{2(\mu + \lambda)}, \quad (d)
$$

$$
G = \mu. \quad (e)
$$

Note from Eq. (4.24b) that for $\lambda$ to remain finite, Poisson’s ratio must lie between

$$
-1 < v < 0.5. \quad (4.25)
$$

From Eq. (4.22) it is difficult to visualize a negative value since it implies
that an elongational strain in the 1 direction would result in an expansion in the 2 direction as well; but, see Ch. 12. Poisson’s ratio is also related to the volume change or dilatation, introduced in Sec. 3.5. We write Eq. (3.41) for an extension of an isotropic material applied along the 1-principal axis as

\[ \varepsilon^{(1)} = \bar{\varepsilon}, \]  

(4.26)

whereupon Eq. (4.22) gives

\[ \varepsilon^{(2)} = \varepsilon^{(3)} = -v\bar{\varepsilon}. \]  

(4.27)

Then

\[ \Delta = \bar{\varepsilon}(1 - 2v). \]  

(4.28)

If \( v = 0.5 \), the upper positive limit, \( \Delta = 0 \) and the material is said to be incompressible. Rubber-like materials exhibit this type of behavior.

The explicit form of the generalized Hooke’s law in terms of the engineering constants is best written in the inverse form

\[ \{\varepsilon\} = [C]^{-1}\{\sigma\}, \]  

(4.29a)

or

\[
\begin{bmatrix}
\frac{1}{E} & -\frac{v}{E} & -\frac{v}{E} & 0 & 0 & 0 \\
-\frac{v}{E} & \frac{1}{E} & -\frac{v}{E} & 0 & 0 & 0 \\
-\frac{v}{E} & -\frac{v}{E} & \frac{1}{E} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2G} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2G} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2G}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
\varepsilon_{12} \\
\varepsilon_{23} \\
\varepsilon_{31}
\end{bmatrix}
= 
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{bmatrix}. \]  

(4.29b)

The elements of \([C]^{-1}\) have been explicitly defined, with reference to Eqs. (4.21)-(4.23). In general, these coefficients are called compliances. In indicial notation with \( G \), replaced by \( E \) using Eqs. (4.24e and a), Eq. (4.29b) becomes

\[\varepsilon_{ij} = \frac{1}{E}[(1 + v)\sigma_{ij} - v\delta_{ij}\sigma_{kk}]. \]  

(4.30)

Recalling the discussion at the end of Section 3.6 and comparing the number of equations available (nine) and the number of unknowns introduced (fifteen), we see that the material law provides six additional equations,
yet involves no additional unknowns; thus, the set of equations for the linear theory of elasticity is consistent. In the next chapter, we will explore methods of reducing the equations as well as additional constraints on the theory.

### 4.4 Thermal Strains

Temperature changes may be a source of important stresses in elastic systems. It is reasonable to assume that a linear relationship exists between the temperature difference from the datum value and the corresponding linear strain:

\[
\varepsilon_{ij}(T) = \alpha[T - T_0],
\]

where \(\varepsilon_{ij}(T)\) is the linear strain due to the temperature difference \(T - T_0\), \(T_0\) is the datum temperature, and \(\alpha\) the coefficient of thermal expansion, assumed here to be a constant.

With this concept, it is easy to generalize Eq. (4.30) to become

\[
\varepsilon_{ij} = \frac{1}{E} [(1 + \nu)\sigma_{ij} - \nu \delta_{ij}\sigma_{kk}] + \alpha \delta_{ij}[T - T_0].
\]

(4.32)

We can also generalize Eq. (4.18) to become

\[
\sigma_{ij} = 2\mu \varepsilon_{ij} + \lambda \delta_{ij}\varepsilon_{kk} - \alpha \delta_{ij}(3\lambda + 2\mu)[T - T_0].
\]

(4.33)

When these expressions are used in subsequent applications, the thermal terms are carried through as constants and ultimately become grouped with the applied tractions and/or body forces. In this form, they have come to be known as thermal loads that can be treated along with mechanical loads as known quantities.

Obvious complications are produced when temperatures outside the normal environmental range are considered since both the material properties such as \(E\) and \(G\) and the thermal coefficient \(\alpha\) may become, possibly nonlinear, functions of the temperature.

### 4.5 Physical Data

Since the implementation of the various material models is based on physical data, it is necessary either to obtain relevant data or to construct appropriate experiments. The literature is rich with data for a wide variety of materials, but, because they are oriented to specific applications, these data are somewhat scattered. Some procedures are discussed with respect to strength criteria in Ch. 11. For orthotropic materials, a detailed interpretation of the constants in Eq. 4.13 is provided by Vinson and Sierakowski [4.5]. A comprehensive guide to the techniques of constitutive modeling that treats metals, concrete and soils from an elasticity basis may facilitate the collection and interpretation of physical data [4.6].
Exercises

4.1 Derive the generalized Hooke's law for an orthotropic elastic solid, starting with the equations for an anisotropic material [4.3].

4.2 For an isotropic material, obtain the relationship
\[ \varepsilon_{ij} = \frac{1}{2\mu} \sigma_{ij} - \frac{\lambda}{2\mu(2\mu + 3\lambda)} \delta_{ij}\varepsilon_{kk}, \]
from the expression
\[ \sigma_{ij} = 2\mu\varepsilon_{ij} + \lambda\delta_{ij}\varepsilon_{kk}. \]

4.3 Show that the principal axes of stress correspond with the principal axes of strain for an isotropic, linearly elastic material.

4.4 Extend the stress-strain laws to include thermal effects assuming that the coefficient of thermal expansion is equal to \(\alpha\). How does this complicate the formulation of the elasticity problem?

4.5 For steel, \(E = 30 \times 10^6\) and \(G = 12 \times 10^6\) (force/length\(^2\)). The components of strain at a point within this material are given by
\[
\varepsilon = \begin{bmatrix}
0.004 & 0.001 & 0 \\
0.001 & 0.006 & 0.004 \\
0 & 0.004 & 0.001
\end{bmatrix}.
\]
Compute the corresponding components of the stress tensor.

4.6 Verify the relations (a) and (b) of Eq. (4.24) by using (c) and (d).

4.7 Determine the constitutive relations governing the material behavior of a point having the properties described below. Would the material be classified as anisotropic, orthotropic or isotropic?

(a) A point in the material has a state of stress given by the following:
\[ \sigma_{11} = 10.8; \quad \sigma_{22} = 3.4; \quad \sigma_{33} = 3.0 \]
\[ \sigma_{12} = \sigma_{13} = \sigma_{23} = 0. \]

(b) The material develops the corresponding strain components
\[ \varepsilon_{11} = 10 \times 10^{-4}; \quad \varepsilon_{22} = 2 \times 10^{-4}; \quad \varepsilon_{33} = 2 \times 10^{-4}; \]
\[ \varepsilon_{12} = \varepsilon_{23} = \varepsilon_{31} = 0. \]

(c) When a state of stress of
\[ \sigma_{11} = 10; \quad \sigma_{22} = 2; \quad \sigma_{33} = 2; \]
\[ \sigma_{12} = \sigma_{23} = \sigma_{31} = 0 \]
is applied, the strain components are
\[ \varepsilon_{11} = 10 \times 10^{-4}; \quad \varepsilon_{22} = \varepsilon_{33} = \varepsilon_{12} = \varepsilon_{23} = \varepsilon_{31} = 0. \]

(d) When subjected to a shearing stress \(\sigma_{12}, \sigma_{13}\) or \(\sigma_{23}\) of 10, the material develops no strains except the corresponding shearing strain, with tensor component \(\varepsilon_{12}, \varepsilon_{13}\) or \(\varepsilon_{23}\), of \(20 \times 10^{-4}\).

4.8 Show that the stress-strain relationships for an isotropic material, Eq. (4.18) can be written in the general form of Eq. (4.3) where
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(a) \( E_{ijkl} = G(\delta_{ik} \delta_{jl} + \delta_{ij} \delta_{hk}) + (K - \frac{2}{3} G) \delta_{ij} \delta_{kl} \)

where \( K = \frac{E}{3(1 - 2\nu)} \) is known as the Bulk Modulus [4.7].

(b) \( E_{ijkl} = \lambda \delta_{ij} \delta_{lm} + \mu \delta_{il} \delta_{jm} + \mu \delta_{im} \delta_{jl} \) [4.8].

4.9 Consider an isotropic elastic medium subject to a hydrostatic state of stress

\[ \sigma^{(1)} = \sigma^{(2)} = \sigma^{(3)} = -p. \]

Show that for this state of stress

\[ p = -KR_1 \]

where \( K \) is the Bulk Modulus and \( R_1 \) is the cubical strain (Sec. 3.4). Consider the implications of \( \nu > 1/2 \) and \( \nu < -1 \). [4.9]

4.10 For an elastic medium subject to a state of stress \( \sigma_{ij} \), assume that the deformation is incompressible for \( \sigma_{ii} \neq 0 \).

(a) Verify that \( \nu = 0.5 \).

(b) Assume also that \( \varepsilon_{33} = 0 \) and determine \( \nu \). [4.9]
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CHAPTER 5

Formulation, Uniqueness and Solution Strategies

5.1 Introduction

In the previous chapters, we have derived the essential equations of the linear theory of elasticity. Repeated here in terse form, the equilibrium conditions [Eqs. (2.34)] are

\[ \sigma_{ij,i} + f_j = 0; \]  
(5.1)

the kinematic relations [Eqs. (3.14)] are

\[ \varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i}), \]  
(5.2)

with the compatibility constraints [Eqs. (3.60)]

\[ \varepsilon_{ij,kl} + \varepsilon_{kl,ij} = \varepsilon_{ik,jl} + \varepsilon_{il,jk}; \]  
(5.3)

and the constitutive law [Eqs. (4.18) and (4.19)] is given by

\[ \sigma_{ij} = \lambda\delta_{ij}\varepsilon_{kk} + 2\mu\varepsilon_{ij} \]  
(5.4)

or

\[ \varepsilon_{ij} = \frac{1}{E}[(1 + v)\sigma_{ij} - v\delta_{ij}\sigma_{kk}]. \]  
(5.5)

In this chapter, we combine and reduce these equations, we establish the necessary and sufficient conditions governing the uniqueness of a solution, and we introduce some approaches to the solution of an elasticity problem.

5.2 Displacement Formulation

With a view toward retaining only the displacements \( u_i \), we substitute Eq. (5.2) into Eq. (5.4) to eliminate the strains, yielding

\[ \sigma_{ij} = \lambda\delta_{ij}u_{k,k} + \mu(u_{i,j} + u_{j,i}) \]  
(5.6)

a relationship between stresses and displacements. Next, the stresses in Eq.
(5.1) are replaced by Eq. (5.6) to give
\[ \lambda \delta_{ij} u_{k,ki} + \mu (u_{i,jj} + u_{j,ii}) + f_j = 0 \]
which reduces to
\[ \lambda u_{k,kj} + \mu (u_{i,ji} + u_{j,ii}) + f_j = 0 \]
or, using \( i \) for the dummy index in all terms,
\[ \mu u_{j,ii} + (\lambda + \mu) u_{i,ij} + f_j = 0. \]  

Equations (5.7) are three equilibrium equations in terms of the displacements and constitute a classical displacement formulation. These are known as the Lamé equations \([5.1]\) and, in the case where the displacement field \( u_i \) is continuous and differentiable, the corresponding strain field \( \varepsilon_{ij} \) always satisfies Eq. (5.3).

The solution of Eqs. (5.7) produces functions and constants of integration that are evaluated from boundary conditions, expressed in terms of displacements. We may also encounter boundary conditions involving tractions. Fortunately, such conditions can often be incorporated into the loading terms, especially in numerical solutions.

### 5.3 Force Formulation

An alternate to the classical displacement formulation is to synthesize the equations in terms of the stresses \( \sigma_{ij} \). If the stresses are known, the strains follow directly from Eq. (5.5), but the displacements remain to be evaluated from Eq. (5.2). In this case, these are six equations to find only three displacements. However, the strains must also satisfy the compatibility constraints Eqs. (5.3) in order to insure that the integration of Eqs. (5.2) provides a single-valued displacement field. With this in mind, it is helpful to rewrite Eqs. (5.3) in terms of the stresses from the outset.

We start by substituting Eq. (5.5) into Eq. (5.3) to produce
\[ \sigma_{ij,kl} + \sigma_{kl,ij} - \sigma_{ik,jl} - \sigma_{ji,ik} = \frac{\nu}{1 + \nu} (\delta_{ij} \sigma_{tt,kl} + \delta_{kl} \sigma_{tt,ij} - \delta_{ik} \sigma_{tt,jl} - \delta_{ji} \sigma_{tt,ik}) \]
(5.8)
which are again 81 equations. We recall from the discussion in Section 3.6 that only six of Eqs. (5.3), corresponding to the conditions \( k = l \), are independent, so that Eq. (5.8) reduces to
\[ \sigma_{ij,kk} + \sigma_{kk,ij} - \sigma_{ik,jk} - \sigma_{jk,ik} = \frac{\nu}{1 + \nu} (\delta_{ij} \sigma_{tt,kk} + \delta_{kk} \sigma_{tt,ij} - \delta_{ik} \sigma_{tt,jk} - \delta_{jk} \sigma_{tt,ik}), \]
(5.9)
which are nine equations with free indices \( i \) and \( j \).
To simplify the equations somewhat, we recall Eq. (2.59a) where
\[ Q_1 = \sigma_{tt} = \text{first stress invariant}, \] (5.10)
we use
\[ (\cdot)_{kk} = \nabla^2 (\cdot), \text{from Eq. (1.10b)} \] (5.10)
and we note that
\[ \delta_{kk} \sigma_{tt,ij} = 3 \sigma_{tt,ij} = 3Q_{1,ij} \] (c)
\[ \delta_{ik} \sigma_{tt,jk} = \sigma_{tt,ij} = Q_{1,ij} \] (d) (5.10)
\[ \delta_{jk} \sigma_{tt,ik} = \sigma_{tt,ij} = Q_{1,ij}, \] (e)
so that Eq. (5.9) becomes
\[ \nabla^2 \sigma_{ij} + Q_{1,ij} - \sigma_{ik,jk} - \sigma_{jk,ik} = \frac{v}{1 + v} (\delta_{ij} \nabla^2 Q_1 + 3Q_{1,ij} - 2Q_{1,ij}). \] (5.11)
Furthermore, we recall from Eqs. (5.1) that
\[ \sigma_{ik,jk} = -f_{i,j} \] (a)
and
\[ \sigma_{jk,ik} = -f_{j,i}. \] (b)
Combining terms and considering the preceding relations, we have
\[ \nabla^2 \sigma_{ij} + \frac{1}{1 + v} Q_{1,ij} - \frac{v}{1 + v} \delta_{ij} \nabla^2 Q_1 + f_{i,j} + f_{j,l} = 0. \] (5.13)
Equations (5.13) are nine in number; however, only six are independent since the stress tensor is symmetric. It is possible to reduce the equations further by utilizing the additional Eqs. (5.8), when \( k \neq l \). Letting \( k = i \) and \( l = j \), we have
\[ \sigma_{ij,ij} + \sigma_{ij,ij} - \sigma_{ii,jj} - \sigma_{jj,ii} = \frac{v}{1 + v} (\delta_{ij} \sigma_{tt,ij} + \delta_{ij} \sigma_{tt,ij} - \delta_{il} \sigma_{tt,il} - \delta_{lj} \sigma_{tt,li}), \]
which is
\[ 2\sigma_{ij,ij} - 2\nabla^2 Q_1 = \frac{v}{1 + v} (2\nabla^2 Q_1 - 6\nabla^2 Q_1), \]
so that
\[ \sigma_{ij,ij} = \left( 1 - \frac{2v}{1 + v} \right) \nabla^2 Q_1 \]
or
\[ \nabla^2 Q_1 = \frac{1 + v}{1 - v} \sigma_{ij,ij} = \frac{1 + v}{1 - v} f_{j,j} \]
(5.14)
from Eq. (5.1). Thus, equilibrium is introduced into Eqs. (5.13) through the substitution of Eq. (5.14) for $V_2Q_1$

$$\nabla^2 \sigma_{ij} + \frac{1}{1 + v} Q_{1,ij} = \frac{-v}{1 - v} \delta_{ij} f_{k,k} - (f_{i,j} + f_{j,i}).$$  
(5.15)

If the body forces are constant, Eq. (5.15) reduces to

$$\nabla^2 \sigma_{ij} + \frac{1}{1 + v} Q_{1,ij} = 0.$$  
(5.16)

Furthermore, comparing Eq. (5.16) with Eq. (5.13), also with body forces constant, we deduce that

$$\nabla^2 Q_1 = 0,$$  
(5.17)

that is, $\nabla^2 \sigma_{ij} = 0$ so that $Q_1$ is a harmonic function.

Equations (5.15) or (5.16) are a set of compatibility equations in terms of stresses (as opposed to the St. Venant equations that are in terms of strain) for a body in equilibrium and are known as the Beltrami–Michell equations [5.1] after the originator Eugenio Beltrami, and John–Henry Michell who treated the case of nonconstant body forces. Together with Eqs. (5.1), they constitute a set of six equations in six unknown components of stress, and they represent a classical force formulation. If a stress field is formed that satisfies these equations and the corresponding strains computed from Eq. (5.5) are integrated in Eq. (5.2), the displacement field is insured to be single-valued. However, this process may be quite tedious, as is demonstrated in Section 6.2.

Consideration of boundary conditions involving tractions is straightforward; however, constraints on the displacements are generally deferred until the subsequent integration of the kinematic relations. It is sometimes rather difficult to express such constraints directly as equivalent statements on the stresses.

### 5.4 Other Formulations

Beyond the classical displacement and force formulations, there remains the possibility of using reduced equations that contain a mixture of stress and displacement and, possibly, strain terms. Such an approach is called a mixed formulation [5.1]. Additionally, there is the possibility of employing different formulations in various regions of the domain; for example, a stress formulation on the boundary and a displacement formulation in the interior. This is termed a hybrid approach and, obviously, covers many possibilities.

Mixed and hybrid formulations are of considerable interest for numerical solutions in the theory of elasticity and may offer expedient alternatives to the more classical approaches.
5.5 Uniqueness

We seek to prove that a solution to the equations synthesized from Eqs. (5.1) to (5.5) is unique for a given region with reasonable boundary conditions.

A counterargument is followed whereby it is assumed that two distinct solutions, say \( u_i^{(1)} \) and \( u_i^{(2)} \), exist \([5.1]\). We designate the differences between the solutions by asterisk (*) superscripts, that is,

\[
    u_i^* = u_i^{(1)} - u_i^{(2)},
\]

and endeavor to show that \( u_i^* = 0 \).

The corresponding differences for the strains and stresses are

\[
    \varepsilon_{ij}^* = \varepsilon_{ij}^{(1)} - \varepsilon_{ij}^{(2)} = \frac{1}{2}(u_{i,j}^* + u_{j,i}^*),
\]

and

\[
    \sigma_{ij}^* = \sigma_{ij}^{(1)} - \sigma_{ij}^{(2)}. \tag{5.20}
\]

Since the body forces are identical, \( f_j^* = 0 \), and since both systems are in equilibrium

\[
    \sigma_{ij,j} = 0. \tag{5.21}
\]

To continue, we consider the energy difference

\[
    2U^* = \int_V \varepsilon_{ij}^* \sigma_{ij}^* dV, \tag{5.22}
\]

where \( U \) is the strain energy. This expression is non-negative, as discussed in Section 4.3. We replace \( \varepsilon_{ij}^* \) by Eq. (5.19) to give

\[
    \int_V \varepsilon_{ij}^* \sigma_{ij}^* dV = \int_V \frac{1}{2} (u_{i,j}^* + u_{j,i}^*) \sigma_{ij}^* dV
    = \int_V u_{i,j}^* \sigma_{ij}^* dV, \tag{5.23}
\]

since the \( i \) and \( j \) become repeated indices. Continuing with the r.h.s. of Eq. (5.23) and using the product differentiation rule \( (u_{i}^* \sigma_{ij}^*)_j = \sigma_{ij}^* u_{i,j}^* + u_{i}^* \sigma_{ij,j}^* \),

\[
    \int_V u_{i,j}^* \sigma_{ij}^* dV = \int_V (u_{i}^* \sigma_{ij}^*)_j dV - \int_V u_{i}^* \sigma_{ij,j}^* dV
    = \int_A u_{i}^* \sigma_{ij,j}^* n_j dA - 0, \tag{5.24}
\]

where the first term on the r.h.s. is converted to a surface integral using the divergence theorem in component form, Eq. (2.32), and the second term vanishes by Eq. (5.21).

Noting that in the remaining term \( \sigma_{ij,j}^* n_j = T_i^* \), we may finally write
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\[ \int_V \varepsilon_{ij} \sigma_{ij} \, dV = \int_A u_i^* T_i^* \, dA \]

\[ = \int_A (u_i^{(1)} - u_i^{(2)})(T_i^{(1)} - T_i^{(2)}) \, dA. \]  

(5.25)

Now, if the r.h.s. of Eq. (5.25) vanishes, the energy difference between the two solutions also vanishes and they are identical. Therefore, our proof of uniqueness covers the following conditions for which this occurs:

1. The displacement field \( u_i \) is prescribed on the entire surface, making \( u_i^* = 0 \).
2. The tractions \( T_i \) are prescribed over the entire surface while overall equilibrium is satisfied, making \( T_i^* = 0 \).
3. Displacements \( u_i \) are prescribed on part of the surface and tractions \( T_i \) on the remainder, so that either \( u_i^* \) or \( T_i^* = 0 \).

It is also of interest to note that the proof of uniqueness, while insuring the same set of stresses and strains in both solutions, does not automatically insure that the displacements are identical. In particular, for condition (2), where the tractions are prescribed over the entire surface, rigid body displacements could be added without affecting this condition [5.1].

The preceding constraints are limited to regular, singly-connected regions where the basic form of the divergence theorem, used in Eq. (5.24), is applicable. Extensions to more complex domains are also possible [5.2].

### 5.6 Membrane Equation

Several problems in the theory of elasticity lend themselves to solution by analogy. One of the most popular is based on the deflection of a uniformly stretched membrane. In Fig. 5.1 we show such a membrane stretched over a cross section and inflated with a pressure \( q \) per unit area with a uniform tension \( T \) per unit length of the boundary. We consider a rectangular element abcd and write the equilibrium equation in the \( z \) direction, noting that the slopes of the membrane change by

\[ \frac{\partial u_{z,x}}{\partial x} \, dx \quad \text{and} \quad \frac{\partial u_{z,y}}{\partial y} \, dy \]

over the element in the respective directions. Thus, we have

\[ q \, dxdy - T \, dy u_{z,x} + T \, dy u_{z,x} + T \, dx u_{z,y} + T \, dx u_{z,y} \, dy = 0 \]

or

\[ u_{z,xx} + u_{z,yy} = -\frac{q}{T} \]  

(5.26)

Also, at the boundary, the deflection \( u_z = 0 \).
Equation (5.26) is known as Poisson's equation and occurs repeatedly in the Theory of Elasticity, thereby providing a basis for the so-called membrane analogies, which are used in Ch. 6.

5.7 Solution Strategies

The obvious course is to attempt to carry out a direct integration of the partial differential equations, and then to apply the appropriate boundary conditions. However, the direct method is relatively difficult except for some fairly elementary problems.

A second approach is to select stress or strain fields that satisfy the governing differential equations, and then to consider the boundary conditions that are satisfied. Finally, the boundary-value problem that the solution represents is formulated. This is appropriately called the inverse method and, at first glance, seems to suggest that one may simply create a problem to fit the available solution, hardly a realistic approach.

The inverse method is meaningful when we look to the origin of stress or strain fields that may satisfy the governing equations. These may be borrowed, in many cases, from a less-rigorous, but hopefully approximately correct, solution to a meaningful problem found from the strength of materials. It is soon realized, however, that such solutions are in some way deficient, so that a third approach is to begin with part of the solution from this source and to develop the remainder by direct integration. This is known as the semi-inverse method and is the one of many contributions of Barre'de A. J. C.
St. Venant to the theory of elasticity. The principal historians of the subject, Issac Todhunter and Carl Pearson, devote a major share of their first volume to his memory as the foremost of the modern elasticians [5.3].

In addition to analytical solutions of the governing differential equations, energy-based solutions play an important role in all of solid mechanics. Energy theorems also are the foundation for the powerful finite element method, which has become central to numerical techniques currently in use.

Another notion, attributed to St. Venant, that aids immeasurably in obtaining practical solutions to elasticity problems, is the concept of statically equivalent loads. St. Venant’s principle [5.2] states that stresses and strains reasonably distant from the point of application of an external force are not significantly altered if the applied force is replaced by a statically equivalent load. An important consequence of this statement, from an engineering stand-point, is that satisfactory solutions may be obtained for the interior regions of a body without undue concern about the exact local distribution of the applied surface loading or the restraining boundary tractions. While there are some notable exceptions, such as cylindrical shells under concentrated axial edge load, which tend to propagate far into the interior without much diffusion, St. Venant’s principle is broadly applicable and is most useful in applied elasticity.

Exercises

5.1 The stress components at point P(x, y, z) are (after [5.4])

\[
\begin{align*}
\sigma_{xx} &= y + 3z^2, \\
\sigma_{yy} &= x + 2z, \\
\sigma_{zz} &= 2x + y,
\end{align*}
\]

No body forces are present.

(a) Does this stress field satisfy equilibrium?
(b) Does this stress field satisfy compatibility?

5.2 Write the Beltrami–Michell equations for the case where \(\sigma_{zz} = 0\) (plane stress) and show that (after [5.5])

\[
\sigma_{ii} = k z + f(x, y),
\]

where \(k\) is a constant.

5.3 For the following stress field

\[
\begin{align*}
\sigma_{xx} &= 80x^3 + y, \\
\sigma_{yy} &= 1000 + 100y^2, \\
\sigma_{zz} &= 90y^2 + 100z^3, \\
\sigma_{xy} &= 100x^3 + 1600, \\
\sigma_{xz} &= 0,
\end{align*}
\]

(a) What is the body force distribution required for equilibrium?
(b) What is the stress and body force at (1, 1, 5)?
(c) With \(E = 30 \times 10^6\) (force/length²) and \(v = 0.3\), what is the strain at (2, 2, 5)?
(d) Does this stress distribution satisfy the equations of compatibility?
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CHAPTER 6
Extension, Bending and Torsion

6.1 Introduction

It is instructive to examine some familiar problems, readily solved by elementary theories based on a strength of materials approach, using the theory of elasticity. We anticipate that the elementary solutions are approximately correct, but deficient or incomplete in some way. In each case, the isotropic material law is assumed to be applicable.

6.2 Prismatic Bar Under Axial Loading

We consider the bar shown in Fig. 6.1(a), suspended from a fixed support and loaded by self-weight $\gamma$ (force/volume) [6.1].

First, we consider the equilibrium condition Eqs. (2.46) with $1 = x$, $2 = y$ and $3 = z$; $f_x = f_y = 0$ and $f_z = -\gamma$; and $\sigma_{ij} = \sigma_{ji}$

\[
\begin{align*}
\sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} &= 0, \\
\sigma_{xy,x} + \sigma_{yy,y} + \sigma_{yz,z} &= 0, \\
\sigma_{xz,x} + \sigma_{yz,y} + \sigma_{zz,z} &= \gamma.
\end{align*}
\] (6.1)

We also have an overall equilibrium relationship between the normal component of the traction $T_z$ at $z = l$, $\sigma_{zz}(x, y, L)$, and the self-weight given by

\[
\int_{-B/2}^{B/2} \int_{-D/2}^{D/2} \sigma_{zz}(x, y, L) \, dy \, dx = \gamma BD L.
\] (6.2)

We invoke St. Venant’s principle and seek a solution away from the support region without concern for the exact stress distribution there. The semi-inverse approach discussed in Section 5.7 is followed, whereby the stresses are taken as

\[
\begin{align*}
\sigma_{zz} &= \gamma z, \\
\sigma_{xx} &= \sigma_{yy} = \sigma_{xy} = \sigma_{xz} = \sigma_{yz} = 0,
\end{align*}
\] (6.3)

which satisfies Eqs. (6.1) and (6.2) for equilibrium. All surfaces except $z = L$
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are stress-free, corresponding to condition (2) for uniqueness in Section 5.5; thus, the distribution given by Eq. (6.3) is satisfactory.

Proceeding to the strain-stress relationships Eqs. (4.29b), we have

\[
\begin{align*}
\varepsilon_{xx} &= \frac{1}{E} \left[ \sigma_{xx} - \nu(\sigma_{yy} + \sigma_{zz}) \right] = -\frac{\nu}{E} \gamma_{z} \\
\varepsilon_{yy} &= \frac{1}{E} \left[ \sigma_{yy} - \nu(\sigma_{xx} + \sigma_{zz}) \right] = -\frac{\nu}{E} \gamma_{z} \\
\varepsilon_{zz} &= \frac{1}{E} \left[ \sigma_{zz} - \nu(\sigma_{xx} + \sigma_{yy}) \right] = \frac{1}{E} \gamma_{z} \\
\varepsilon_{xy} &= \frac{1}{2G} \sigma_{xy} = 0 \\
\varepsilon_{yz} &= \frac{1}{2G} \sigma_{yz} = 0 \\
\varepsilon_{xz} &= \frac{1}{2G} \sigma_{xz} = 0.
\end{align*}
\]

Since the strains are linear, the compatibility equations Eqs. (3.59), are automatically satisfied.

We should now be able to achieve a single-valued displacement field by the integration of Eqs. (3.15) [6.1], which take the form
\[ \varepsilon_{xx} = u_{x,x} = -\frac{v}{E} \gamma z \]  
\[ \varepsilon_{yy} = u_{y,y} = -\frac{v}{E} \gamma z \]  
\[ \varepsilon_{zz} = u_{z,z} = \frac{1}{E} \gamma z \]  
\[ \varepsilon_{xy} = \frac{1}{2}(u_{x,y} + u_{y,x}) = 0 \]  
\[ \varepsilon_{yz} = \frac{1}{2}(u_{y,z} + u_{z,y}) = 0 \]  
\[ \varepsilon_{xz} = \frac{1}{2}(u_{x,z} + u_{z,x}) = 0. \]  
(6.5)

Starting with Eq. (6.5c), we integrate to get
\[ u_z = \frac{\gamma z^2}{2E} + f(x, y), \]  
(6.6)

where \( f(x, y) \) is an arbitrary function. Substitution of Eq. (6.6) into Eqs. (6.5e) and (6.5f) yields
\[ u_y,z = -f_y \]  
(a)  
\[ u_x,z = -f_x \]  
(b)  
(6.7)

which integrate into
\[ u_y = -zf_y + g(x, y) \]  
(a)  
\[ u_x = -zf_x + h(x, y), \]  
(b)  
(6.8)

where \( g \) and \( h \) are two more arbitrary functions.

These expressions for \( u_x, u_y \) and \( u_z \) may now be substituted into Eqs. (6.5a) and (6.5b), which become
\[ -zf_{,xx} + h_{,x} = -\frac{v}{E} \gamma z \]  
(a)  
\[ -zf_{,yy} + g_{,y} = -\frac{v}{E} \gamma z. \]  
(b)  
(6.9)

It has already been established that \( f, \ g, \ h \) do not depend on \( z \). Therefore, Eqs. (6.9) may be separated into the following relationships
\[ h_{,x} = 0 \]  
(a)  
\[ g_{,y} = 0 \]  
(b)  
(6.10)  
\[ f_{,xx} = \frac{v}{E} \gamma \]  
(c)  
\[ f_{,yy} = \frac{v}{E} \gamma. \]  
(d)
Thus far, only Eq. (6.5d) has not been considered. We substitute \( u_x \) and \( u_y \) from Eq. (6.8) into that equation, producing

\[
-2z f_{xy} + h_y + g_x = 0
\]

(6.11)

that separates into

\[
h_y + g_x = 0 \tag{a}
\]

(6.12)

\[
f_{,xy} = 0 \tag{b}
\]

due to the independence of \( h_y \) and \( g_x \) from \( z \). Equations (6.10a) and (6.10b) together with Eq. (6.12a) produce expressions for \( g \) and \( h \) of the form

\[
g = C_1 r(x) + C_2 \tag{a}
\]

\[
h = C_3 t(y) + C_4 \tag{b}
\]

(6.13)

\[
C_3 t_y + C_1 r_x = 0, \tag{c}
\]

where \( r \) and \( t \) are again arbitrary functions. The foregoing are satisfied by choosing \( t(y) = y, r(x) = x \) and \( C_3 = -C_1 \), whereupon

\[
g = C_1 x + C_2 \tag{a}
\]

\[
h = -C_1 y + C_4 \tag{b}
\]

(6.14)

If we take

\[
f = \frac{\nu}{2E} \gamma (x^2 + y^2) + C_5 x + C_6 y + C_7, \tag{6.15}
\]

we see that all of the constraints, Eqs. (6.10c, d) and Eq. (6.12b), are satisfied.

Finally, we are able to write the expressions for the displacements by substituting \( f, g, h \) into Eqs. (6.6) and (6.8)

\[
\begin{align*}
    u_x &= -\frac{\nu}{E} \gamma x z - C_1 y + C_4 - C_5 z \tag{a} \\
    u_y &= -\frac{\nu}{E} \gamma y z - C_1 x + C_2 - C_6 z \tag{b} \\
    u_z &= \frac{\gamma}{2E} [z^2 + \nu (x^2 + y^2)] + C_5 x + C_6 y + C_7 \tag{c}
\end{align*}
\]

The somewhat tedious calculations for the displacements contain six arbitrary constants, all of which are coefficients of rigid body terms. These constants may be evaluated by imposing constraints on the displacement and on the average rotation at the center of the fixed end, that is, at \((0, 0, L)\), where \( u_x = u_y = u_z = 0 \) and \( \omega_{12} = \omega_{13} = \omega_{23} = 0 \). These are written from Eqs. (6.16) and (3.32) to be

\[
u_x(0, 0, L) = C_4 - C_5 L = 0 \tag{a}
\]
\[ u_y(0, 0, L) = C_2 - C_6 L = 0 \quad \text{(b)} \]
\[ u_z(0, 0, L) = \frac{\gamma L^2}{2E} + C_7 = 0 \quad \text{(c)} \]
\[ \omega_{xy}(0, 0, L) = \frac{1}{2}(-C_1 - C_4) = 0 \quad \text{(d)} \]
\[ \omega_{xz}(0, 0, L) = \frac{1}{2}(-C_5 - C_7) = 0 \quad \text{(e)} \]
\[ \omega_{yz}(0, 0, L) = \frac{1}{2}(-C_6 - C_6) = 0. \quad \text{(f)} \]

From the last three equations \( C_1 = C_5 = C_6 = 0 \), while the first three give
\[ C_4 = 0 \quad \text{(a)} \]
\[ C_2 = 0 \quad \text{(b)} \]
\[ C_7 = \frac{-\gamma L^2}{2E}. \quad \text{(c)} \]

Thus, the final expressions for the displacements become
\[ u_x = -\frac{v}{E} \gamma xz \quad \text{(a)} \]
\[ u_y = -\frac{v}{E} \gamma yz \quad \text{(b)} \]
\[ u_z = \frac{\gamma}{2E} [z^2 + v(x^2 + y^2) - L^2]. \quad \text{(c)} \]

From these results, we make some observations not discernable from the strength-of-materials solution, which is a uniform axial extension along the \( z \) axis corresponding to \( u_z(0, 0, z) \) in Eq. (6.19c)

(1) All points not on the center line have contractions in the \( x - y \) plane given by Eqs. (6.19a, b). This is sometimes called the "Poisson" effect, since it is evidently the motivation for the definition of Poisson's ratio as the fractional contraction (see Section 4.3).

(2) The axial displacement is not uniform on the cross section but is a parabolic surface with a peak along the \( z \) axis as shown in Fig. 6.1(b).

Finally, in recalling the objectives of examining this problem as outlined in Section 6.1, we find that the theory-of-elasticity solution has confirmed the adequacy of the strength-of-materials solution for defining the equilibrium state and has enhanced the description of the displacements.

### 6.3 Cantilever Beam Under End Loading

#### 6.3.1 Elementary Beam Theory

Beams have been studied formally since the time of Galileo Galilei, who discussed the cantilever in the middle 17th century. Elastic beam theory
evolved from the contributions of Edme Mariotte, James Bernouilli, Leonhard Euler, Charles A. Coulomb, and, finally L. M. H. Navier in the early 19th century. As an illustration, we consider the cantilever beam shown in Fig. 6.2(a) subjected to a concentrated end load $P$, neglecting the self-weight.

From elementary beam theory, we may write the solution for the stresses in terms of the shear $V$ and the bending moment $M$ as

\begin{align}
\sigma_{xx} &= \sigma_{yy} = 0 \\
\sigma_{zz} &= \frac{Mx}{I} = \frac{P}{I}(z - L)x \\
\sigma_{zx} &= \sigma_{zx} = \frac{VQ}{2IB} = \frac{P}{2I}(D^2 - x^2) \\
\sigma_{xy} &= \sigma_{yx} = 0, 
\end{align}

(6.20)

where $I$ is the moment of inertia of the cross section equal to $(1/12) \times 2B \times (2D)^3 = (4/3)BD^3$; and $Q$ is the first moment of the area between $x$ and $D$, as shown on Fig. 6.2(b). For a rectangular cross section

\[ Q = (D - x) \times 2B \times \bar{x} = (D - x) \times 2B \times \frac{(D + x)}{2} = (D^2 - x^2)B. \]

Implicit in these expressions is the assumption that the load $P$ and the resulting stresses are uniform over the width of the beam, so that the solution is essentially two-dimensional. Later, we will test this solution against the theory of elasticity.
First, we consider equilibrium Eqs. (2.46), with 1 = x, 2 = y and 3 = z,

\[ \sigma_{xx,x} + \sigma_{xy,y} + \sigma_{xz,z} = 0 + 0 + 0 = 0 \quad (a) \]

\[ \sigma_{yx,x} + \sigma_{yy,y} + \sigma_{yz,z} = 0 + 0 + 0 = 0 \quad (b) \quad (6.21) \]

\[ \sigma_{zx,x} + \sigma_{zy,y} + \sigma_{zz,z} = -\frac{P_x}{I} + 0 + \frac{P_x}{I} = 0. \quad (c) \]

Thus, equilibrium is satisfied.

Next, we examine the compatibility conditions using the Beltrami–Michell form Eqs. (5.16), since the solution being tested is in terms of stresses. From Eq. (5.10a),

\[ Q_1 = \sigma_{tt} = \sigma_{zz} = \frac{P}{I} (z - L)x. \quad (6.22) \]

Equations (5.16) for \( i, j = x, y, z \) become

\[ \nabla^2 \sigma_{xx} + \frac{1}{1 + v} Q_{1,xx} = 0 + 0 = 0 \quad (a) \]

\[ \nabla^2 \sigma_{xy} + \frac{1}{1 + v} Q_{1,xy} = 0 + 0 = 0 \quad (b) \]

\[ \nabla^2 \sigma_{xz} + \frac{1}{1 + v} Q_{1,xz} = -\frac{P}{I} + \frac{1}{1 + v} \frac{P}{I} = \frac{-v}{1 + v} \frac{P}{I} \neq 0 \quad (c) \quad (6.23) \]

\[ \nabla^2 \sigma_{yy} + \frac{1}{1 + v} Q_{1,yy} = 0 + 0 = 0 \quad (d) \]

\[ \nabla^2 \sigma_{yz} + \frac{1}{1 + v} Q_{1,yz} = 0 + 0 = 0 \quad (e) \]

\[ \nabla^2 \sigma_{zz} + \frac{1}{1 + v} Q_{1,zz} = 0 + 0 = 0. \quad (f) \]

One of the compatibility equations, Eq. 6.23(c), will be violated unless \( v = 0 \), but this is implicitly assumed in elementary beam theory.

It is instructive also to consider the compatibility equations in terms of strain Eqs. (3.59) and to identify, specifically, the violation. The relevant equation is Eq. (3.59e), which takes the form

\[ \varepsilon_{yz,yx} + \varepsilon_{yx,yz} = \varepsilon_{zx,yx}. \quad (6.24) \]

We calculate the strains from Eqs. (4.19) and (4.24) as

\[ \varepsilon_{yz} = \varepsilon_{yx} = 0 \quad (a) \quad (6.25) \]

\[ \varepsilon_{zx} = \frac{\sigma_{zx}}{2\mu} = \frac{1}{2G} \frac{P}{2I} (D^2 - x^2) \quad (b) \]

\[ \varepsilon_{zx,yy} = 0 \quad (c) \]
Fig. 6.3. Deformed cross section of cantilever beam (after Ugural and Fenster, Advanced Strength and Applied Elasticity, Elsevier, 1975). Reprinted with permission.

\[
\varepsilon_{yy} = \frac{-\lambda}{2\mu(2\mu + 3\lambda)} \sigma_{zz} = -\frac{v P}{E I} (z - L)x \quad (d)
\]

\[
\varepsilon_{yy,xx} = -\frac{v P}{E I}. \quad (e)
\]

Thus, Eq. (6.24) becomes

\[
0 + 0 + 0 \neq -\frac{v P}{E I}. \quad (6.26)
\]

This compatibility equation can be satisfied only through a modification of the assumed stress distribution, considered in the next section. Also, we see that we have a strain \(\varepsilon_{yy}\), normal to the plane of bending and proportional to Poisson’s ratio, that does not enter into the elementary theory but which may be calculated from Hooke’s law in terms of \(\sigma_{zz}\) Eq. (6.25d). This is shown on the deformed cross section in Fig. 6.3. For \(x < 0\) and \(z < L\), \(\varepsilon_{yy}\) is negative; while for \(x > 0\), it is positive. This distortion from the initially rectangular shape of the cross section is another example of a “Poisson” effect. Of course, so long as \(\sigma_{zz}\) and, hence, \(\varepsilon_{zz}\) remain independent of \(y\) and linear in \(x\) for a given value of \(z\), the elementary postulate that “plane sections remain plane” is substantiated.

Finally, we should see if the elementary solution satisfies the boundary conditions. For the lateral boundaries, we have the components of the tractions given in terms of the stresses by Eq. (2.11), \(T_i = \sigma_{ij}n_j\).

For the top and bottom of the beam, we consider the normal traction at \(x = \pm D\), for which \(n = \pm e_x\), and

\[
n_x = 1, \quad n_y = 0, \quad n_z = 0. \quad (6.27)
\]

Then
It may be verified that the components \( T_y \) and \( T_z \) vanish as well. However, it is of interest to note that should the beam be loaded along the top or bottom surface, the solution would not automatically satisfy the boundary condition on the normal traction. This is an indication that the theory-of-elasticity solution must account for the variation of a distributed loading through the depth of the beam, in contrast to the elementary solution which is referred to a “neutral” axis, \( x = 0 \). We have avoided this problem for the present by only considering a concentrated loading.

We may also evaluate the normal traction on the lateral boundaries \( y = \pm B \), for which \( n = \pm e_y \), and

\[
T_y = \sigma_{yy}(x, \pm B, z) n_j = 0 \times 0 + 0 \times 1 + 0 \times 0 = 0. \tag{6.29}
\]

The components \( T_x \) and \( T_z \) also vanish.

At the fixed end \( z = 0 \), our present solution is insufficient to check the displacement boundary conditions since it violates compatibility, while at \( z = L \), we have

\[
P = \int_{-D}^{D} \int_{-B}^{B} \sigma_{zz} \, dy \, dx \tag{6.31}
\]

\[
= \int_{-D}^{D} \int_{-B}^{B} \frac{P(D^2 - x^2)}{2I} \, dy \, dx
\]

\[
= \frac{4P}{3I} BD^3.
\]

With \( I = \frac{4}{3} BD^3 \), the equation is satisfied. This implies that a concentrated load must be distributed over the depth in accordance with \( \sigma_{zz} \); that is, parabolically, in order to satisfy the boundary condition exactly. Of course, other distributions are admissible through St. Venant’s principle.

We have shown that the elementary beam solution, while satisfying equilibrium in general, fails to account for the lateral contraction or “Poisson” effect and does not recognize the distribution of the applied loading through the depth of the beam.

### 6.3.2 Elasticity Theory

Again drawing on the work of St. Venant, the semi-inverse approach is followed, whereby it is assumed that the normal stresses are identical to those of the elementary theory as given by Eqs. (6.20a, b). Likewise, \( \sigma_{xy} \) is taken as zero as in Eq. (6.20d), but no stipulation is made on the remaining shearing stresses \( \sigma_{zx} \) and \( \sigma_{zy} \) that act in the plane of the cross section \( x - y \).

The equilibrium equations, Eqs. (2.46), become

\[
T_x = \sigma_{xx}(\pm D, y, z) n_j = 0 \times 1 + 0 \times 0 + 0 \times 0 = 0. \tag{6.28}
\]
6.3 Cantilever Beam Under End Loading

\[
\sigma_{xz,z} = 0 \quad \text{(a)}
\]

\[
\sigma_{yz,z} = 0 \quad \text{(b)}
\]

\[
\sigma_{zx,x} + \sigma_{zy,y} = -\frac{P_x}{I} \quad \text{(c)}
\]

Equations (6.32a, b) indicate that the shearing stresses do not depend on \( z \), and, therefore, are the same for all cross sections.

We recall the compatibility conditions Eqs. (5.16), which were expanded as Eqs. (6.23). For this case, two are relevant, Eqs. (6.23c) and (6.23e), which are [6.1]

\[
\nabla^2 \sigma_{xz} = -\frac{1}{1 + v} \frac{P}{I} \quad \text{(a)}
\]

\[
\nabla^2 \sigma_{yz} = 0. \quad \text{(b)}
\]

Also, we must verify that any modified solution continues to satisfy the boundary conditions. Particularly, we consider the components of traction \( T_z \) on each face of the beam, found on the top and bottom using Eqs. (6.27) and (6.28) as

\[
\sigma_{xz}(\pm D, y, z) = 0, \quad \text{(6.34)}
\]

and on the sides using Eqs. (6.29) and (6.30) as

\[
\sigma_{yz}(x, \pm B, z) = 0. \quad \text{(6.35)}
\]

To continue, we introduce a technique that is very effective in obtaining analytical solutions to a variety of problems in the theory of elasticity [6.1]. We define a stress function \( \phi \) such that

\[
\sigma_{xz} = \phi_{,z} - \frac{P x^2}{2 I} + f(y) \quad \text{(a)}
\]

\[
\sigma_{yz} = -\phi_{,x}, \quad \text{(b)}
\]

which satisfies Eqs. (6.32). Then, Eqs. (6.33) become, respectively,

\[
(\phi_{,xx} + \phi_{,yyy}) - \frac{P}{I} + f_{,yy} = -\frac{1}{1 + v} \frac{P}{I},
\]

or

\[
(\phi_{,xx} + \phi_{,yy})_{,y} = \frac{v}{1 + v} \frac{P}{I} - f_{,yy}; \quad \text{(a)} \quad \text{(6.37)}
\]

and

\[-\phi_{,xxx} - \phi_{,xyy} = 0, \quad \text{or} \]

\[
(\phi_{,xx} + \phi_{,yy})_{,x} = 0. \quad \text{(b)} \quad \text{(6.37)}
\]
Equation (6.37a) integrates to

\[ \phi_{,xx} + \phi_{,yy} = \frac{v}{1 + v} \frac{P}{I} y - f_{,y} + C, \]  

(6.38)

where \( C \) is an arbitrary constant. Equation (6.38) also satisfies Eq. (6.37b).

To evaluate \( C \), we consider the average rotation about the \( z \) axis, \( \omega_{xy} \), as given by Eq. (3.32) with \( i = x, j = y \)

\[ \omega_{xy} = \frac{1}{2}(u_{x,y} - u_{y,x}). \]  

(6.39)

The rate of change of \( \omega_{xy} \) along \( z \) is given by

\[ \omega_{xy,z} = \frac{1}{2}(u_{x,z} - u_{y,z}), \]

\[ = \frac{1}{2}[(u_{x,z} + u_{z,x}),_y - (u_{y,z} + u_{z,y}),_x] \]

\[ = \varepsilon_{xz,y} - \varepsilon_{yz,x} \]  

(6.40)

by Eqs. (3.15e and f). Converting to stresses through Eq. (4.29b), we have

\[ \omega_{xy,z} = \frac{1}{2G}(\sigma_{xz,y} - \sigma_{yz,x}) \]

\[ = \frac{1}{2G}(\phi_{,xy} + f_{,y} + \phi_{,xx}) \]  

(6.41)

using Eqs. (6.36). Finally, substituting Eq. (6.41) into the l.h.s. of Eq. (6.38), we find

\[ 2G\omega_{xy,z} = \frac{1}{1 + v} \frac{P_y}{I} + C. \]  

(6.42)

We are considering a rectangular cross section, see Fig. 6.2(a), in which the bending is symmetrical about the \( x \) axis. At \( y = 0 \), the average rotation should be zero as well as the rate of change along \( z \), and \( C = 0 \).

Equation (6.38) now becomes

\[ \phi_{,xx} + \phi_{,yy} = \frac{v}{1 + v} \frac{P}{I} y - f_{,y}, \]  

(6.43)

which is the governing equation for the stress function subject to satisfaction of the boundary conditions Eqs. (6.34) and (6.35). If we introduce \( f(y) = PD^2/2I \) into Eqs. (6.36), we may rewrite the boundary conditions directly in terms of the stress function as

\[ \sigma_{xz}(\pm D, y, z) = \phi_{,y}(\pm D, y, z) = 0, \]  

(a)  

\[ \sigma_{yz}(x, \pm B, z) = -\phi_{,x}(x, \pm B, z) = 0. \]  

(b)  

(6.44)

These are easily satisfied by taking \( \phi \) in a form such that it vanishes on the boundary. In many cases, \( \phi \) may be taken to be proportional to the equation of the perimeter of the cross section, which is for this case

\[ (x^2 - B^2)(y^2 - D^2) = 0. \]  

(6.45)
The choice of $f(y)$ to produce Eqs. (6.44) then reduces Eq. (6.43) to
\[ \phi_{,xx} + \phi_{,yy} = \frac{v}{1 + v} \frac{Py}{I}. \]  

Before proceeding with the solution, it is instructive to digress a bit to draw an analogy between Eq. (6.46) and the equation of a uniform membrane stretched over the cross section of the beam in Fig. 6.4(a). The equation for a membrane was derived in Sec. 5.6. Except near the boundaries, the height of the membrane $\phi(x, y)$ is proportional to the load intensity $q$, which is, in turn, analogous to the r.h.s. of Eq. (6.46), $v/(1 + v)(Py/I)$, as shown in Fig. 6.4(b)[6.1]. In effect, the loading pattern shown in Fig. 6.4(b) would produce a deflected membrane as shown in Fig. 6.4(c). At the edges and along the center line $y = 0$, the height of the membrane must be zero as indicated on the profile in Fig. 6.4(c). Because of the constraint at $y = 0$, the profile is different than in Fig. 5.1. Now we restate the expressions for the stresses from Eq. (6.36), incorporating the chosen $f(y) = PD^2/2I$:

\[ \sigma_{xz} = \phi_{,y} - \frac{Px^2}{2I} + \frac{PD^2}{2I} \]  

(a)

\[ = \frac{P(D^2 - x^2)}{2I} + \phi_{,y}, \]  

(b)

\[ \sigma_{yz} = -\phi_{,x}. \]
From Eqs. (6.47), we see that the changes in the shearing stresses from the expressions given by the elementary theory, Eqs. (6.20c, d), are proportional to the first derivative or slope of the membrane at any point. Examining the profile along $y$ in Fig. 6.4(c), we see that the correction to $\sigma_{xx}$ has a maximum positive value at the two sides, a maximum negative value in the center, and is zero at the quarter-points. Thus, the uniformity of the stress state across the width of the beam inherent in the elementary theory is dispelled. Membrane analogies are often very useful in the theory of elasticity for visualizing and interpreting complex states of stress and strain.

The general solution to Eq. (6.46), as derived by Timoshenko and Goodier [6.1], is rather more complicated than our introductory objectives; however, it is possible to consider some approximate solutions, reasoned from the membrane analogy [6.1].

If the depth of the beam is large compared with the width, $D \gg B$, we may assume that at points sufficiently distant from the short side $x = \pm D$, the surface is cylindrical. As shown in Fig. 6.4(d), this implies that $r/J = r/J(y)$. Then Eq. (6.46) reduces to

$$\phi_{yy} = \frac{v}{1 + v} \frac{py}{I}, \quad (6.48)$$

which has a solution of the form

$$\phi(y) = \frac{v}{1 + v} \frac{P}{6I} y^3 + C_1 y + C_2. \quad (6.49)$$

With the membrane condition $\phi(0) = 0$, see Fig. 6.4(b), $C_2 = 0$, and with $\phi(\pm B) = 0$, $C_1 = -B^2$, so that

$$\phi(y) = \frac{v}{1 + v} \frac{P}{6I} (y^3 - B^2 y); \quad (6.50)$$

from which Eq. (6.47a) gives

$$\sigma_{xx}(x, y) = \frac{P}{2I} \left[ (D^2 - x^2) + \frac{v}{1 + v} \left( y^2 - \frac{B^2}{3} \right) \right]. \quad (6.51)$$

Of course, the assumption on $\phi$ gives $\sigma_{yz} = 0$. At $x = 0$, where the stress computed by the elementary theory is largest,

$$\sigma_{xx}(0, y) = \frac{3}{2} \frac{P}{(2B \times 2D)},$$

the correction given by the second term of Eq. (6.51) is small.

The other extreme is when the width of the beam is large compared to the depth, $B \gg D$. Then, at points sufficiently distant from the short side $y = \pm B$, the function $\phi$, representing the deflection of the membrane, is assumed to be linear in $y$ as indicated in Fig. 6.4(e). Thus, Eq. (6.46) reduces to
which is solved as

\[ \phi_{xx} = \frac{v}{1 + v} \frac{P_y}{I}, \quad (6.52) \]

and

\[ \phi_x = \frac{v}{1 + v} \frac{P_y x}{I} + C_1, \quad (6.53) \]

\[ \phi(x, y) = \frac{v}{1 + v} \frac{P_y}{2I} x^2 + C_1 x + C_2. \]

With \( \phi(\pm D, y) = 0 \), we find

\[ C_2 = -\frac{v}{1 + v} \frac{P_y}{2I} D^2, \quad (6.54) \]

and \( C_1 = 0 \) so that

\[ \phi = \frac{v}{1 + v} \frac{P_y}{2I} (x^2 - D^2), \quad (6.55) \]

and, from Eqs. (6.47),

\[ \sigma_{xz} = \frac{P(D^2 - x^2)}{2I} \left[ 1 - \frac{v}{1 + v} \right] = \frac{1}{1 + v} \frac{P(D^2 - x^2)}{2I}, \quad (a) \]

\[ \sigma_{yz} = -\frac{v}{1 + v} \frac{P}{I} xy. \quad (b) \]

In comparison to elementary theory, \( \sigma_{xz} \) is reduced by the factor \( 1/(1 + v) \), and \( \sigma_{yz} \) is now available.

For very large values of \( B/D \), both \( \sigma_{xz} \) and \( \sigma_{yz} \) may greatly exceed the \((3/2)[P/(2B \times 2D)]\) peak from elementary theory. At first, this does not seem possible from Eqs. (6.56); however, we recall that the underlying assumption excluded regions near the short sides \( y = \pm B \), where actual maximum stress occurs as depicted in Fig. 6.4(e). Moreover, \( \sigma_{xz} \) near the corners, where Eq. (6.56b) would indicate the largest value occurs, may become numerically larger than \( \sigma_{xz} \).

A final approximate solution is to take \( \phi \) as a multiple of the boundary curve to satisfy the \( \phi = 0 \) condition. The form

\[ \phi = (x^2 - D^2)(y^2 - B^2)(C_1 y + C_2 y^3) \quad (6.57) \]

is satisfactory, but the constants \( C_1 \) and \( C_2 \) depend on the \( D/B \) ratio and must be evaluated from a minimum energy criteria [6.1].

Although we have not derived an elasticity solution to cover all cases, we have shown the limitations of elementary beam theory and have demonstrated how a typical elasticity problem may be approach. Based on the general solution, the error in the maximum stress obtained by the elementary formula for a square beam is about 10\% [6.1].
6.4 Torsion

6.4.1 Torsion of Circular Shaft

The circular shaft of radius \( B \) shown in Fig. 6.5(a) is subjected to a twisting moment (torque) \( M_z(L) \) at the free-end and is restrained against both displacement and rotation at \( z = 0 \).

This solution for this classical problem was presented by Charles A. Coulomb in the late 18th century and falls within the field of strength of materials. Referring to Figs. 6.5(a) and (b), the Coulomb torsion solution is based on the following assumptions with respect to the shearing stress \( \tau(x, y) \).

\[
dr \quad r \ d\theta \\
\begin{align*}
dA &= r \ d\theta \ dr 
\end{align*}
\]

Fig. 6.5. (a) Circular shaft in torsion; (b) Coulomb torsion assumptions; (c) polar area element; (d) shearing stresses.
(1) The shearing stress \( \tau \) acts in a direction perpendicular to the radius vector \( r \).

(2) The shearing stress \( \tau \) is proportional to \( r = |r| \).

(3) The shearing stress \( \tau \) is proportional to the angle of rotation per unit length, which is called the rate of twist \( \alpha \).

We see from the differential element on Fig. (6.5a) that the twisting moment produces a state of pure shear stress, so that the proportionality constant in assumption (3) is the shear modulus \( G \); therefore, assumptions (2) and (3) are expressed by

\[
\tau = Gar. \tag{6.58}
\]

We now consider equilibrium and focus on the polar area element shown in Fig. (6.5c):

\[
M_z = \int_A \tau \times r \, dA, \tag{6.59}
\]

or, using Eq. (6.58) and taking \( dA = r \, dr \, d\theta \),

\[
M_z = G\alpha \int_0^B \int_{-\pi}^{\pi} r \times r \times r \, d\theta \, dr
= G\alpha \times 2\pi \int_0^B r^3 \, dr
= G\alpha J_c, \tag{a} \tag{6.60}
\]

in which

\[
J_c = \frac{\pi B^4}{2}, \tag{b} \tag{6.60}
\]

where \( J_c \) is called the polar moment of inertia. Then, we may eliminate \( G\alpha \) between Eqs. (6.58) and (6.60a) to get

\[
\tau = \frac{M_z}{J_c}. \tag{6.61}
\]

Equation (6.61) permits the evaluation of the shearing stress for a known torque and cross section, irrespective of the material and is obviously analogous to Eq. (6.20b) for beam bending. The linear distribution is shown in Fig. 6.5(d). Also, for a given twisting moment, the rate of twist may be computed from Eq. (6.60a) as

\[
\alpha = \frac{M_z}{GJ_c}. \tag{6.62}
\]

The quantity \( GJ_c \) is called the torsional rigidity and is a useful parameter for comparing the relative torsional stiffnesses of various cross sections.
With respect to compatibility, since the stresses are linear, the strains will also be linear and the St. Venant equations are thus satisfied. Single-valued displacements may be evaluated from the kinematic relations, but this is not pursued since the angle of twist is of most interest.

Finally, in assessing the admissibility of the strength-of-materials solution as an elasticity solution as well, we examine the boundary conditions. The fixed boundary is bypassed through St. Venant’s principle while the loaded boundary is treated by Eq. (6.59). The cylindrical lateral boundary is of primary interest. Assumption (1) guarantees that $\tau$ is tangent to the boundary circle and hence has no normal component, so that the boundary must be stress-free.

The satisfaction of the stress-free lateral boundary condition by a shearing stress distribution that is, at the same time, perpendicular to the radius vector is fortuitous, insofar as the solution for the torsional stresses on a circular cross section is concerned. The same can be said for an annular or hollow cylindrical section. On the other hand, it is easily shown that for any other cross section, it is not possible to have the shearing stress both tangent to the boundary and perpendicular to the radius vector. Simply visualize the stress distribution shown in Fig. 6.5(d) applied on a rectangular cross section. Except at the major and minor axes intersections with the perimeter, $x = 0, y = 0$, simultaneous satisfaction of these conditions cannot be attained. Moreover, the corner presents an additional complication. This condition perplexed early researchers in solid mechanics for some time and was ultimately resolved by a more fundamental approach based on the theory of elasticity, as developed in the following section.

### 6.4.2 Torsion of Solid Prismatic Shafts

The generalization of the uniform torsion problem from the circular cross-section solution is due to none other than St. Venant and is considered by Westergaard [6.2] to be the most important single contribution of St. Venant to the theory of elasticity. The solution for a noncircular cross section, see Fig. 6.6(a), follows the now familiar semi-inverse approach, whereby all stresses except the in-plane shearing stresses $\sigma_{zx}$ and $\sigma_{zy}$ are taken as zero, that is,

$$\sigma_{xx} = \sigma_{yy} = \sigma_{zz} = \sigma_{xy} = 0. \quad (6.63)$$

Considering the equilibrium equations, Eqs. (2.46), in view of Eq. (6.63), with $1 = x, 2 = y, 3 = z$ and no body forces,

\[
\begin{align*}
\sigma_{xz,z} &= 0, \quad (a) \\
\sigma_{yz,z} &= 0, \quad (b) \\
\sigma_{xz,x} + \sigma_{yz,y} &= 0. \quad (c)
\end{align*}
\]
Equations (6.64a, b) indicate that the shearing stresses are functions of \( x \) and \( y \) only.

The equations are solved by defining a stress function \( \phi(x, y) \) such that

\[
\begin{align*}
\sigma_{xz}(x, y) &= \phi_y, \\
\sigma_{yz}(x, y) &= -\phi_x.
\end{align*}
\]  

(6.65)

The corresponding strains are computed from Eq. (4.29b) as

\[
\begin{align*}
\epsilon_{xz}(x, y) &= \frac{1}{2G} \sigma_{xz}, \\
\epsilon_{yz}(x, y) &= \frac{1}{2G} \sigma_{yz}.
\end{align*}
\]  

(6.66)
Then, we enter the compatibility Eqs. (3.59), all which are identically satisfied except Eq. (3.59d),

\[ \varepsilon_{xy,xx} + \varepsilon_{xz,yy} - \varepsilon_{yz,xx} = \varepsilon_{xx,yy}, \]

After eliminating the zero terms \( \varepsilon_{xy,xx} \) and \( \varepsilon_{xx,yy} \), we have

\[ (\varepsilon_{xz,yy} - \varepsilon_{yz,xx})_x = 0. \quad (6.67) \]

If \( \varepsilon_{xz,yy} - \varepsilon_{yz,xx} = \) constant, then Eq. (6.67) will be satisfied. We may express this requirement in terms of the stress function \( \phi \) by considering Eqs. (6.65) and (6.66),

\[ \phi_{xx} + \phi_{yy} = H, \]

where \( H \) is the constant. Equation (6.68) is known as Poisson's equation and expresses the compatibility requirements for the torsion problem.

Since the direction of the shearing stress was a prime factor in motivating the more general study of torsion, we consider this aspect in detail. We first note that Eqs. (6.65a, b) express the shearing stresses in the \( x \) direction \( \sigma_{xz} \) and in the \( y \) direction \( \sigma_{yz} \) in terms of the components of the gradient of \( \phi \)

\[ \nabla \phi = [\nabla \phi]_x e_x + [\nabla \phi]_y e_y \]

in the \( y \) and \( x \) directions, respectively. That is,

\[ \sigma_{xz} = [\nabla \phi]_y, \quad (a) \]

\[ \sigma_{yz} = -[\nabla \phi]_x. \quad (b) \]

We next evaluate the shearing stresses for a rotated set of axes \( x'y' \), see Fig. 6.6(b), using the transformation law, Eq. (2.13),

\[ \sigma_{x'z} = \alpha_{x'x} \sigma_{xz}, \quad (a) \]

\[ \sigma_{y'z} = \alpha_{y'y} \sigma_{yz}. \quad (b) \]

Expanding these equations gives

\[ \sigma_{x'z} = \alpha_{x'x} \alpha_{xz} \sigma_{xz} + \alpha_{y'y} \alpha_{xz} \sigma_{yz} + \alpha_{x'x} \alpha_{yz} \sigma_{xz} + \alpha_{x'x} \alpha_{yz} \sigma_{yz}, \quad (a) \]

\[ \sigma_{y'z} = \alpha_{y'y} \alpha_{xz} \sigma_{xz} + \alpha_{y'y} \alpha_{yz} \sigma_{yz} + \alpha_{y'y} \alpha_{xz} \sigma_{xz} + \alpha_{y'y} \alpha_{yz} \sigma_{yz}, \quad (b) \]

where the direction cosines are

<table>
<thead>
<tr>
<th></th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x' )</td>
<td>( \cos \theta )</td>
<td>( \sin \theta )</td>
<td>0</td>
</tr>
<tr>
<td>( y' )</td>
<td>( -\sin \theta )</td>
<td>( \cos \theta )</td>
<td>0</td>
</tr>
<tr>
<td>( z' )</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Therefore,
\[
\begin{align*}
\sigma_{x'z} &= \sigma_{xz} \cos \theta + \sigma_{yz} \sin \theta, \quad (a) \\
\sigma_{y'z} &= -\sigma_{xz} \sin \theta + \sigma_{yz} \cos \theta. \quad (b)
\end{align*}
\]

Now, substituting Eqs. (6.70) into Eqs. (6.73), we get
\[
\begin{align*}
\sigma_{x'z} &= \llbracket \nabla \phi \rrbracket_x \cos \theta - [\nabla \phi]_x \sin \theta, \quad (a) \\
\sigma_{y'z} &= -[\nabla \phi]_y \sin \theta - [\nabla \phi]_x \cos \theta. \quad (b)
\end{align*}
\]

Also, we evaluate the unit vectors in the \(x'\) and \(y'\) vectors from Fig. 6.6(b) as
\[
\begin{align*}
e_{x'} &= e_x \cos \theta + e_y \sin \theta, \quad (a) \\
e_{y'} &= e_y \cos \theta - e_x \sin \theta. \quad (b)
\end{align*}
\]

Now, we see that Eqs. (6.74a, b) can be written as
\[
\begin{align*}
\sigma_{x'z} &= \llbracket \nabla \phi \rrbracket_y \cos \theta - [\nabla \phi]_x \sin \theta \\
&= \nabla \phi \cdot e_y \cos \theta - \nabla \phi \cdot e_x \sin \theta \quad (a) \\
&= \llbracket \nabla \phi \rrbracket_{y'}, \\
\sigma_{y'z} &= -[\nabla \phi]_y \sin \theta - [\nabla \phi]_x \cos \theta \\
&= -\nabla \phi \cdot e_y \sin \theta - \nabla \phi \cdot e_x \cos \theta \quad (b) \\
&= -\nabla \phi \cdot e_{x'} \\
&= -[\nabla \phi]_{x'}. \quad (6.76)
\end{align*}
\]

From this exercise, we conclude that the shearing stress in any direction, say \(x'\) or \(y'\), at any point \((x, y, z)\) is given by the component of \(\nabla \phi\) at right angles to that direction, that is, \(y'\) or \(x'\). This proves useful in the discussion that follows.

We are now in a position to examine the boundary conditions. At any point on the perimeter, the shearing stress perpendicular to the boundary \(\sigma_{zn}\) must vanish, see Fig. 6.6(c). Only stresses tangent to the boundary are permitted. From Eq. (6.76b) with \(x' = s; \ y' = n; \ e_{x'} = s\); we find
\[
\sigma_{zn} = -\nabla \phi \cdot s = -[\nabla \phi]_s = -\phi_s = 0. \quad (6.77)
\]

Thus, the stress function \(\phi\) must be constant on the boundary. In practice, it is usually sufficient to have \(\phi\) vanish there. This is readily accomplished by selecting \(\phi\) to be proportional to the equation of the perimeter of the cross section. This is similar to the bending stress function discussed in Section 6.3.

We now proceed to the evaluation of the stress function in terms of the applied torque \(M_z\). First, we note that the resultant force on the face is zero. Referring to Fig. 6.6(a) and (b),
\[
\int_A (\sigma_{xz} e_x + \sigma_{yz} e_y) \, dA = 0. \quad (6.78)
\]
Substituting Eq. (6.65) for the stresses and \( dx \, dy \) for \( dA \), we have
\[
\int_A (\phi_y e_x - \phi_x e_y) \, dx \, dy = 0 \tag{6.79}
\]
which separates into two scalar equations
\[
\int dx \int \phi_y \, dy = 0, \quad (a) \\
- \int dy \int \phi_x \, dx = 0. \quad (b) \tag{6.80}
\]
But \( \int \phi_y \, dy = \phi_2(x) - \phi_1(x) \) and \( \int \phi_x \, dx = \phi_4(y) - \phi_3(y) \), where \( \phi_1 - \phi_4 \) are values of \( \phi(x, y) \) on the boundary. However, \( \phi \) has been constrained to be \textit{constant} on the boundary, so that the integrals in Eqs. (6.80) are zero, and Eq. (6.78) is satisfied.

Next, we sum moments on the cross section as shown in Fig. 6.6(a).
\[
\int_A \left( -\sigma_{yx} y + \sigma_{xy} x \right) \, dx \, dy = M_z \tag{6.81}
\]
In terms of the stress function, the l.h.s. is
\[
\int_A \left( -\phi_{,y} y - \phi_{,x} x \right) \, dx \, dy = -\int dx \int y \phi_{,y} \, dy - \int dy \int x \phi_{,x} \, dx. \tag{6.82}
\]
We integrate by parts the inner terms on the r.h.s. of Eq. (6.82) to get
\[
\int y \phi_{,y} \, dy = y \phi \bigg|_S - \int \phi \, dy \quad (a) \\
\int x \phi_{,x} \, dx = x \phi \bigg|_S - \int \phi \, dx, \quad (b) \tag{6.83}
\]
where \( S \) indicates evaluation of the expression at end points that lie on the boundary. Since \( \phi \) is constant there, the first term of each evaluated integral is zero. Therefore, returning to Eq. (6.81) in view of Eqs. (6.82) and (6.83),
\[
M_z = \int dx \int \phi \, dy + \int dy \int \phi \, dx \\
= 2 \int_A \phi \, dA. \tag{6.84}
\]
To complete the solution, we consider the displacements. First, we have the rotation about the \( z \) axis, given by Eq. (3.32) with \( i = x \) and \( j = y \),
\[
\omega_{xy} = \frac{1}{2}(u_{x,y} - u_{y,x}). \tag{6.85}
\]
The rate of change along \( z \) is
\[ \omega_{xy,z} = \frac{1}{2}(u_{x,yz} - u_{y,xz}). \quad (6.86) \]

Considering the terms on the r.h.s. of Eq. (6.86), we have, from Eqs. (3.15) and (4.29b),

\[ 2\varepsilon_{xz} = u_{x,z} + u_{z,x} = \frac{\sigma_{xz}}{G}, \quad (a) \]
\[ 2\varepsilon_{yz} = u_{y,z} + u_{z,y} = \frac{\sigma_{yz}}{G}. \quad (b) \]

Next, we take \( \partial/\partial y \) [Eq. (6.87a)] and \( \partial/\partial x \) [Eq. (6.87b)] to get

\[ u_{x,yz} = -u_{z,xy} + \frac{1}{G}\sigma_{xz,y}, \quad (a) \]
\[ u_{y,xz} = -u_{z,xy} + \frac{1}{G}\sigma_{yz,x}. \quad (b) \]

Subtracting Eq. (6.88b) from Eq. (6.88a) and substituting into Eq. (6.86) gives

\[ \omega_{xy,z} = \frac{1}{2G}(\sigma_{xz,y} - \sigma_{yz,x}) \]
\[ = \frac{1}{2G}(\phi_{yx} + \phi_{xx}) \]
\[ = \frac{H}{2G} \quad (6.89) \]

from Eqs. (6.65) and (6.68). Then, the rate of twist \( \alpha \) is defined in accordance with the sense of the stresses in Fig. 6.6(a) as

\[ \alpha = -\omega_{xy,z} = -\frac{H}{2G}, \quad (6.90) \]

expressed in terms of \( H \) which is determined in the course of the solution.

Finding that the angle of rotation per unit length is constant, we may compute the total angle of rotation at any cross section \( \mathcal{A} \), Fig. (6.6d), as

\[ \mathcal{A} = \alpha z = -\frac{H z}{2G}, \quad (6.91) \]

and the in-plane displacements, shown in Fig. 6.6(d), as

\[ -u_x(y, z) = \mathcal{A} y = \alpha yz, \quad (a) \]
\[ u_y(x, z) = -\mathcal{A} x = \alpha xz. \quad (b) \quad (6.92) \]

The normal displacement \( u_z \) involves out-of-plane deformations of the cross section, called warping, and takes the form [6.1]

\[ u_z = \alpha \psi(x, y), \quad (6.93) \]
where \( \psi \) is a so-called warping function. Rewriting Eqs. (6.87), in view of Eqs. (6.92) and (6.93), we have

\[
\alpha(y + \psi_x) = \frac{\sigma_{xz}}{G}, \quad (a)
\]
\[
\alpha(-x + \psi_y) = \frac{\sigma_{yz}}{G}. \quad (b)
\]

For elementary cases, it is sufficient to integrate the equations individually to produce

\[
\psi = \frac{1}{2xG}(\sigma_{xz}x + \sigma_{yz}y), \quad (6.95)
\]

anticipating that \( u_z(x, y, 0) = 0 \) eliminates the extraneous integration functions. Then,

\[
u_z = \frac{1}{2G}(\sigma_{xz}x + \sigma_{yz}y). \quad (6.96)
\]

We summarize the main steps to obtain this solution.

1. The stress function \( \phi \) is selected in a form that is constant along the perimeter of the cross section to satisfy the boundary conditions.
2. The stress function \( \phi \) is related to the constant \( H \) through Eq. (6.68), which expresses compatibility.
3. The stress function \( \phi \) in terms of \( H \) is related to the twisting moment \( M_z \) by Eq. (6.84), which is an expression of overall equilibrium.
4. \( H \) is then found in terms of \( M_z \) so that \( \phi \) becomes a function of \( M_z \).
5. The stresses \( \sigma_{xz} \) and \( \sigma_{yz} \) are calculated from Eqs. (6.65).
6. The rate of twist \( \alpha \) is found from Eq. (6.90).
7. The total angle of rotation \( \alpha \) is given by Eq. (6.91).
8. The displacements \( u_x, u_y \) and \( u_z \) are computed from Eqs. (6.92) and (6.96).

### 6.4.3 Torsion of Elliptical Shaft

As an example of the application of the St. Venant torsion theory, we consider the cross section shown in Fig. 6.7(a). The equation of the boundary is

\[
\frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 = 0, \quad (6.97)
\]

so we take

\[
\phi = C \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right), \quad (6.98)
\]

where \( C \) is a constant, to satisfy step (1) of the previous paragraph.

Next, we calculate
From Eq. (6.68) as suggested in step (2), solve for
\[ C = \frac{HD^2B^2}{2(D^2 + B^2)}, \]  
from which
\[ \phi = \frac{HD^2B^2}{2(D^2 + B^2)} \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right). \]

Proceeding to step (3), we substitute Eq. (6.101) into Eq. (6.84), which becomes
\[ M_z = 2 \int_A \frac{HD^2B^2}{2(D^2 + B^2)} \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right) dx \, dy \]
\[ = \frac{HD^2B^2}{D^2 + B^2} \left( \frac{1}{D^2} I_{yy} + \frac{1}{B^2} I_{xx} - A \right), \]

in which the moments of inertia and the area for the ellipse are given by
\[ I_{yy} = \frac{\pi BD^3}{4}, \]  
\[ I_{xx} = \frac{\pi DB^3}{4}, \]  
\[ A = \pi DB. \]
Then, following step (4), we substitute Eqs. (6.103) into Eq. (6.102) and simplify to

\[ M_z = -\frac{\pi D^3 B^3}{2(D^2 + B^2)} H, \quad (6.104) \]

so that

\[ H = -\frac{2(D^2 + B^2)}{\pi D^3 B^3} M_z, \quad (6.105) \]

and, from Eq. (6.101),

\[ \phi = -\frac{1}{\pi DB} \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right) M_z. \quad (6.106) \]

Now, we evaluate the stresses as suggested in step (5). Equations (6.65) yield

(a) \[ \sigma_{xz} = \phi,_{x} = \frac{-2y}{\pi DB^3} M_z, \quad (6.107) \]

(b) \[ \sigma_{yz} = -\phi,_{x} = \frac{2x}{\pi D^3 B} M_z. \]

Clearly, the maximum values occur at the boundaries and, if \( B > D \), the absolute maximum is

\[ \sigma_{yz}(D, 0) = \frac{2}{\pi D^2 B} M_z, \quad (6.108) \]

that is, at the extremity of the minor diameter. This is perhaps the most startling difference from the Coulomb approach where \( \tau \) is proportional to \( r \). It is also illustrative to consider a ray, say \( OF \) in Fig. 6.7(a), for which \( x/y \) is constant. Thus, the ratio of shearing stresses

\[ \frac{\sigma_{yz}}{\sigma_{xz}} = \frac{D^2 x}{B^2 y} = \text{constant}. \quad (6.109) \]

This indicates that the direction of the resultant shear must likewise be constant. From the boundary requirement, this direction is tangent to the perimeter at \( F \). This is illustrated in Fig. 6.7(b) for several rays.

Next, as step (6), the rate of twist is calculated from Eqs. (6.90) and (6.105) as

\[ \alpha = -\frac{H}{2G} = \frac{(D^2 + B^2)}{\pi GD^3 B^3} M_z = \frac{M_z}{GJ_e}, \quad (a) \]

where

\[ J_e = \frac{\pi D^3 B^3}{D^2 + B^2}. \quad (b) \]
$GJ_e$ is the torsional rigidity for the ellipse. The total angle of rotation $\phi$, step (7), is evaluated at any point along the shaft as $z$ times $x$, Eq. (6.91).

Finally, the displacements may be found as indicated in step (8). From Eqs. (6.92) and (6.110)

$$u_x = -\frac{M_z}{GJ_e} yz, \tag{6.111}$$

$$u_y = \frac{M_z}{GJ_e} xz. \tag{6.112}$$

Proceeding to the normal displacement and using Eqs. (6.96) and (6.107), we find

$$u_z = \frac{xy}{\pi G} \frac{(B^2 - D^2)}{D^3B^3} M_z. \tag{6.112}$$

Of interest is the alternating algebraic sign of $u_z$ in each quadrant as shown in Fig. 6.7(c), illustrating the departure from the plane cross section (warping) and the hyperbolic contours of $u_z$ [6.1]. Also, we observe that a classical “fixed” or “built-in” support which is intended to develop an applied $M_z$ may not permit the $u_z$ displacements to occur. If so, a self-equilibrating set of axial stresses would develop near the support, negating Eq. (6.63). This is of comparatively minor importance in solid shafts.

Torsion of rectangular bars is of practical interest but is considerably more complicated [6.3]. An approximate energy-based solution is presented in Section 10.7.3. A distinguishing feature carried over from the elliptical cross-section solution to the rectangular is that the maximum shearing stress occurs at the center of the short side [6.1]. A lesser maximum occurs at the center of the long side, while the corner paradox is resolved by letting the shearing stresses approach zero, as is easily visualized using the membrane analogy discussed in the next section.

The torsional capacity of thin-walled members, comparatively small as previously argued with the membrane analogy, may be considerably enhanced by including the non-uniform torsion associated with the warping [6.4]. However, this discussion is beyond our present scope.

### 6.4.4 Membrane Analogy

Since the governing equation for the stress function $\phi$, Eq. (6.68), is the same as that describing the deflection $u_z$ of a uniformly loaded membrane, Eq. (5.26), we may derive an analogy to assist our understanding and interpretation of the St. Venant torsion problem. This analogy is attributed to Ludwig Prandl [6.1] and was extended into the inelastic range by Arpad Nádái (6.1).

We note from Eq. (6.91) that the r.h.s. of Eq. (6.68) is

$$H = -2G\alpha \tag{6.113}$$
so that replacing the quantity $-q/T$ in Eq. (5.26) by $-2G\alpha$ allows us to establish some important characteristics of the stress distribution on a solid bar under torsion.

1. From Eq. (6.84), the total torque is proportional to the volume between the membrane, which follows the stress function, and the cross section of the bar.

2. From Eq. (6.65), the shearing stresses are proportional to the slope of the membrane at any point.

To compare the relative torsional capacities of two cross sections, we need only visualize a membrane with the same maximum slope (that is, shearing stress) spanning both. It is apparent that a square or circular cross section has considerably more capacity than, say, a long narrow shape of the same area. Also, for a given cross-sectional area, St. Venant showed that the circular cross section is most efficient [6.1].

To illustrate a quantitative application of the membrane analogy, we consider a narrow rectangular bar as shown in Fig. 6.8(a). For the moment we neglect the effects of the short side boundaries and assume that the surface of the membrane is a parabolic cylinder as shown in Fig. 6.8(b).

The deflection of the membrane $u_z$ is written in terms of the maximum deflection at the center, $\delta = u_z(0, 0)$, by the well-known property of the offsets to parabolas,

$$\frac{\delta - u_z}{\delta} = \frac{x^2}{(c/2)^2}$$

so that

$$u_z = \frac{4\delta}{c^2} \left[ \frac{c^2}{4} - x^2 \right].$$

Fig. 6.8. Membrane stretched over narrow rectangular cross section. From Timoshenko and Goodier, *Theory of Elasticity*, © 1951. Reproduced with permission of McGraw-Hill.
The maximum slope is at the intersection of the $x$ axis with the boundary along the long side ($\pm c/2$) and is evaluated from

$$u_{z,x}(x, y) = 8\delta x/c^2$$  \hspace{1cm} (6.116a)

as

$$u_{z,x}(\pm c/2, 0) = 4\delta/c$$  \hspace{1cm} (6.116b)

retaining only the positive value because of symmetry.

By considering the statical moment about $x = 0$ in Fig. 6.8(b), we can write the equilibrium equation for a unit width of the parabolic cylinder, essentially the equation of a uniformly loaded string

$$-q \frac{c}{2} \left(\frac{c}{2}\right) + q \frac{c}{2} \left(\frac{c}{4}\right) + T\delta = 0$$

or

$$\delta = qc^2/(8T).$$  \hspace{1cm} (6.117)

Therefore, Eq. (6.116b) becomes

$$(u_{z,x})_{\text{max}} = qc/(2T).$$  \hspace{1cm} (6.118)

Now we compute the torsion in the bar by evaluating the volume under the membrane

$$V = \frac{2}{3} cb\delta$$

$$= qbc^3/(12T).$$  \hspace{1cm} (6.119)

Using the analogy and replacing $q/T$ by $2G\alpha$, we have

$$V = \frac{1}{6} bc^3 G\alpha.$$  \hspace{1cm} (6.120)

Inasmuch as $M_z$ is twice the volume, as per Eq. (6.84),

$$M_z = \frac{1}{3} bc^3 G\alpha$$  \hspace{1cm} (6.121)

or the rate of twist $\alpha$ is given by

$$\alpha = M_z/(\frac{1}{3} bc^3 G).$$  \hspace{1cm} (6.122)

Turning to the maximum stress in the bar, Fig. 6.8(a), we have from Eqs. (6.65) and (6.118),

$$\tau_{\text{max}} = |(\sigma_{yz})|_{\text{max}}$$

$$= |\phi_{,x}|_{\text{max}}$$

$$= qc/(2T)$$

$$= cG\alpha$$

$$= M_t/(\frac{1}{3} bc^2).$$  \hspace{1cm} (6.123)
The quantities \((\frac{1}{2}bc^3)\) and \((\frac{1}{2}bc^2)\) can be interpreted as section properties of rectangular bars related to torsional stiffnesses, much as moments of inertia relate to bending stiffness.

From Eq. (6.116a), the shearing stresses are distributed linearly across the width of the cross section. It may be shown that the shearing stresses are directed along the contours of the deflected membrane, [6.1] depicted in Fig. 6.8(a). Also, the shearing stresses acting near the short side, \(\sigma_{xz}\), are not calculated by this simplification. They are smaller in magnitude but further separated than the \(\sigma_{yz}\) stresses and thus contribute equally to the total resistance provided by the cross section to \(M_z\).

Equations (6.122) and (6.123) have great generality. If a thin-walled member, such as those shown in Fig. 6.9, is composed of several long rectangular pieces, each with \(c = c_i\) and \(b = b_i\), then we can imagine a parabolic cylindrical membrane spanning each segment independently so that

\[
\alpha = \frac{M_z}{(G\sum \frac{1}{2}b_i c_i^2)}
\]

and

\[
(\tau_i)_{\max} = \frac{M_z c_i}{\sum \frac{1}{2}b_i c_i^2}.
\]

For example, considering the flanges of the \(H\)-section shown in Fig. 6.9(c),

\[
(\tau_2)_{\max} = \frac{M_z c_2}{(\frac{1}{2}b_1 c_1^3 + \frac{3}{2}b_2 c_2^3)}.
\]

**Exercises**

6.1 Consider the solution for the bending of a cantilever, described in Sec. 6.2 and Sec. 6.3, and sketch a lateral and a top view of the deflected beam using Fig. 6.2 as a reference.

6.2 Investigate the Coulomb (simple) torsion solution, as developed for the circular cross section and for a rectangular cross section. In what respect is it deficient insofar as the theory of elasticity is concerned?
6.3 Two bars made of the same material and having the same length are subjected to the same torque (from [6.5]). One bar has a square cross section of side $a$ and the other bar has a circular cross section of diameter $a$. Which bar has the greater rate of twist?

6.4 The torsion solution for a cylinder of equilateral triangular cross section is derivable from the stress function [6.6]

$$\phi = C(x - \sqrt{3}y - \frac{1}{3}h)(x + \sqrt{3}y - \frac{1}{3}h)(x + \frac{1}{3}h).$$

Derive expressions for the maximum and minimum shearing stresses and the rate of twist for a torque $M_z$.

![Triangle Cross Section Diagram]


6.5 The torsional rigidity of a circle, an ellipse, and an equilateral triangle are denoted by $GJ_e$, $GJ_\ell$, and $GJ_t$, respectively. If the cross-sectional areas of these sections are equal, demonstrate that the following relationships exist (from [6.6]):

$$J_e = \frac{2ab}{a^2 + b^2} J_\ell, \quad J_t = \frac{2\pi\sqrt{3}}{15} J_e,$$

where $a$ and $b$ are the semi-axes of the ellipse in the $x$ and $y$ directions.

**References**


CHAPTER 7

Two-Dimensional Elasticity

7.1 Introduction

We briefly mentioned in Section 2.6.2 that an elasticity problem may be reduced from three- to two-dimensions if there is no traction on one plane passing through the body. This state is known as plane stress since all non-zero stresses are confined to planes parallel to the traction-free plane.

Many physical problems are reducible to two-dimensions, which facilitates the eventual solution. In this regard, we should mention the important engineering theories of plate bending and thin shells. These theories may be regarded as extensions of the elementary theory of beam bending in that the concept of a reference datum (that is, a middle plane or middle surface) is used to reduce the model to two-dimensions. The description of stresses, strains and displacements for points lying away from this datum are related to the corresponding quantities on the datum through maintenance of plane sections. Also, deformations in the direction normal to the reference datum are neglected. Such problems are not addressed in this book; this is a choice made primarily to reduce the scope of this introductory treatment. However, the epic treatise of August E. H. Love [7.1] on the theory of elasticity includes plate and shell theories, as well as the theory of rods, beam bending, stability and many other topics.¹

Since we have identified problems not strictly within the two-dimensional theory of elasticity, a brief remark on the class of problems that are is in order. We have mentioned plane stress, which is obviously a possibility for bodies with one dimension much smaller than the other two, such as a thin sheet or diaphragm loaded in the plane perpendicular to the small dimension. A less obvious case is that of a body in which one dimension is much greater than the other two, such as a long pressurized pipe, or perhaps a dam between massive end walls. This is known as plane strain.

¹ This prompted a favorite saying among graduate students and professors in an earlier era, that “All you really need is Love.”
Our development is confined to the realm of isotropic elasticity but is easily extended to more complex material laws.

### 7.2 Plane Stress Equations

For plane stress with the $z$-axis stress-free, we have

$$\sigma_{xx} = \sigma_{yz} = \sigma_{zz} = 0. \quad (7.1)$$

Also, we assume that the remaining stresses do not vary with $z$, but are only functions of $x$ and $y$. This reduces the equilibrium equations Eqs. (2.46), with $1 = x, 2 = y, 3 = z,$ to

$$\sigma_{xx,x} + \sigma_{xy,y} + f_x = 0, \quad (a)$$

$$\sigma_{xy,x} + \sigma_{yy,y} + f_y = 0, \quad (b)$$

$$f_z = 0. \quad (c) \quad (7.2)$$

For some linear problems, it is convenient to specify the body force vector in the form

$$\mathbf{f} = -\nabla V = -V_x \mathbf{e}_x, \quad (7.3)$$

where $V$ is a potential function. This corresponds to a body force field that is conservative (elaborated in Sec. 10.6.2.). Introducing Eq. (7.3) into Eq. (7.2),

$$\sigma_{xx,x} + \sigma_{xy,y} - V_x = 0, \quad (a)$$

$$\sigma_{xy,x} + \sigma_{yy,y} - V_y = 0, \quad (b)$$

$$V_z = 0. \quad (c) \quad (7.4)$$

We now consolidate the equilibrium equations using a technique which we introduced in the study of bending in Section 6.3.2 and of torsion in Section 6.4.2. The stresses are written as

$$\sigma_{xx} = V + \phi_{yy}, \quad (a)$$

$$\sigma_{yy} = V + \phi_{xx}, \quad (b)$$

$$\sigma_{xy} = -\phi_{xy}, \quad (c) \quad (7.5)$$

in which $\phi$ is a stress function named after the astronomer George Airy. Substitution of Eqs. (7.5) into Eqs. (7.4a, b) satisfies these equations identically.

We also develop the constitutive equations in terms of $\phi$. First, the generalized Hooke's law Eq. (4.29b) for the plane stress case becomes

$$\varepsilon_{xx} = \frac{1}{E}(\sigma_{xx} - \nu \sigma_{yy}), \quad (a)$$

$$\varepsilon_{yy} = \frac{1}{E}(\sigma_{yy} - \nu \sigma_{xx}), \quad (b)$$
\begin{align}
\varepsilon_{zz} &= -\frac{v}{E}(\sigma_{xx} + \sigma_{yy}), \quad (c) \\
\varepsilon_{xy} &= \frac{1}{2G}\sigma_{xy}, \quad (d) \\
\varepsilon_{xz} &= \varepsilon_{yz} = 0. \quad (e)
\end{align}

From Eqs. (7.6) we see that the strains do not depend on \(z\), only on \(x\) and \(y\). However, from Eq. (7.6c), we find a nonzero strain in the \(z\) direction, indicating that a state of plane stress does not imply a corresponding state of plane strain.

It is also convenient to write the stresses in terms of the strains by solving Eqs. (7.6a) and (7.6b) for \(\sigma_{xx}\) and \(\sigma_{yy}\) and Eq. (7.6d) for \(\sigma_{xy}\):

\begin{align}
\sigma_{xx} &= \frac{E}{(1 - v^2)}(e_{xx} + ve_{yy}) \quad (a) \\
\sigma_{yy} &= \frac{E}{(1 - v^2)}(e_{yy} + ve_{xx}) \quad (b) \\
\sigma_{xy} &= 2G\varepsilon_{xy}. \quad (c)
\end{align}

Introducing Eqs. (7.5) into Eqs. (7.6) produces

\begin{align}
\varepsilon_{xx} &= \frac{1}{E}[e_{yyyy} - \nu e_{xxyy} + (1 - \nu)\nu]\], \quad (a) \\
\varepsilon_{yy} &= \frac{1}{E}[e_{xxyy} - \nu e_{yyxx} + (1 - \nu)\nu]\], \quad (b) \\
\varepsilon_{zz} &= -\frac{v}{E}[e_{zz} + \phi_{yy} + 2\nu]\], \quad (c) \\
\varepsilon_{xy} &= -\frac{1}{2G}\phi_{xy} \quad (d) \\
\varepsilon_{xz} &= \varepsilon_{yz} = 0. \quad (e)
\end{align}

Now, we establish the compatibility equations in terms of the stress function. We consider Eqs. (3.59). First, Eq. (3.59a), with substitution of the strains from Eqs. (7.8), becomes

\[
\frac{1}{E}[\phi_{yyyy} - \nu \phi_{xxyy} + (1 - \nu)V_{yyyy} + \phi_{xxxx} - \nu \phi_{xxyy} + (1 - \nu)V_{xx}] = -\frac{1}{G}\phi_{xxyy}. \quad (a)
\]

With \(E/G = 2(1 + \nu)\) from Eqs. (4.24a, e), Eq. (7.9a) reduces to

\[
\nabla^4 \phi = -(1 - \nu)\nabla^2 V. \quad (b)
\]
where the operator $\nabla^4(\ )$ is the two-dimensional contraction of the operator defined in Eq. (1.10c), i.e.,

$$\nabla^4(\ ) = (\ )_{xxxx} + 2(\ )_{xyy} + (\ )_{yyyy}.$$  \hspace{1cm} (c) (7.9)

Equations (3.59d, e) are identically satisfied, while the others Eqs. (3.59b, c, f) become

$$\varepsilon_{zz,yy} = \frac{f}{l} \phi_{xxxx} + \frac{f}{l} \phi_{yyyy} + 2V_{yy} = 0, \quad (a)$$

$$\varepsilon_{zz,xx} = \frac{f}{l} \phi_{xxxx} + \frac{f}{l} \phi_{yyyy} + 2V_{xx} = 0, \quad (b) \quad (7.10)$$

$$\varepsilon_{zz,xy} = \frac{f}{l} \phi_{xxxx} + \frac{f}{l} \phi_{yyyy} + 2V_{xy} = 0. \quad (c)$$

Elementary plane stress theory does not consider Eqs. (7.10), but only Eq. (7.9b). In a sense then this is an approximation, but Eqs. (7.10) only contain terms related to $\varepsilon_{zz}$ which, although not zero, is but a “Poisson” effect as shown by Eq. (7.8c). Especially for thin members, the error should be negligible. Thus, Eqs. (7.5) and the single compatibility equation Eq. (7.9b) constitute the governing equations for isotropic plane stress theory.

An extension of this theory, in which $\sigma_{zz}$ is not equal to 0, as stated in Eq. (7.1), but is set to a known or assumed value, is known as generalized plane stress.

### 7.3 Plane Strain Equations

For plane strain with the z-axis strain-free, we have

$$\varepsilon_{xz} = \varepsilon_{yz} = \varepsilon_{zz} = 0. \quad (7.11)$$

As in the case of plane stress, all tractions and body forces are functions of $x$ and $y$ only.

To enforce these conditions we use the generalized Hooke’s law Eq. (4.29b), with $1 = x, 2 = y, 3 = z$,

$$\varepsilon_{xx} = \frac{1}{E}[\sigma_{xx} - v(\sigma_{yy} + \sigma_{zz})], \quad (a)$$

$$\varepsilon_{yy} = \frac{1}{E}[\sigma_{yy} - v(\sigma_{xx} + \sigma_{zz})], \quad (b)$$

$$0 = \frac{1}{E}[\sigma_{zz} - v(\sigma_{xx} + \sigma_{yy})], \quad (c) \quad (7.12)$$

$$\varepsilon_{xy} = \frac{1}{2G}\sigma_{xy}, \quad (d)$$

$$\varepsilon_{xz} = \varepsilon_{yz} = 0. \quad (e)$$

Equation (7.12c) indicates that
so that the strain-free plane is not stress-free, in general. The equilibrium equations Eqs. (2.46) are almost identical to the plane stress case Eqs. (7.2), except for Eq. (7.2c) where \( \sigma_{zz,z} \) remains; while \( f_z = 0 \), since \( f = f(x, y) \). With Eq. (7.3) in force, we have

\[
\begin{align*}
\sigma_{xx,x} + \sigma_{xy,y} - V_x &= 0, \\
\sigma_{xy,x} + \sigma_{yy,y} - V_y &= 0, \\
\sigma_{zz} &= \text{constant}. 
\end{align*}
\]

Turning to the compatibility equations Eqs. (3.59), all are identically satisfied except for Eq. (3.59a),

\[
\varepsilon_{xx,yy} + \varepsilon_{yy,xx} = 2\varepsilon_{xy,xy}. 
\]

This is the same equation from which Eq. (7.9a) was derived. Thus, we again introduce the Airy stress function Eq. (7.5), along with Eq. (7.13), into Eqs. (7.12) which become

\[
\begin{align*}
\varepsilon_{xx} &= \frac{1}{E} [(1 - \nu^2)\phi_{yy} - \nu(1 + \nu)\phi_{xx} + [1 - \nu(1 + 2\nu)]V], \\
\varepsilon_{yy} &= \frac{1}{E} [(1 - \nu^2)\phi_{xx} - \nu(1 + \nu)\phi_{yy} + [1 - \nu(1 + 2\nu)]V], \\
\varepsilon_{xy} &= -\frac{1}{2G} \phi_{xy}, 
\end{align*}
\]

Then, we write Eq. (7.15), using Eqs. (7.16), as

\[
\begin{align*}
\frac{1}{E} [(1 - \nu^2)\phi_{yyyy} - \nu(1 + \nu)\phi_{xxyy} + [1 - \nu(1 + 2\nu)]V_{yy} \\
+ (1 - \nu^2)\phi_{xxxx} - \nu(1 + \nu)\phi_{xxyy} + [1 - \nu(1 + 2\nu)]V_{xx}]
\end{align*}
\]

\[
= -\frac{1}{2G} \phi_{xyxy},
\]

which reduces to

\[
\nabla^4 \phi = -\frac{(1 - 2\nu)}{1 - \nu} \nabla^2 V,
\]

which is remarkably close to Eq. (7.9b). In fact, for no body forces, the two equations are identical. The resulting homogeneous compatibility equation

\[
\nabla^4 \phi = 0
\]

is known as the biharmonic equation.

We see that plane strain is exact, insofar as satisfying the St. Venant com-
compatibility equations, while plane stress violates some of the equations. For applications with no body forces, the solution for either case involves the same equations, Eqs. (7.5) and Eq. (7.18); while if body forces are present, a slight alteration of the particular solution for the biharmonic equation is needed between the two theories.

The solution to the biharmonic problem in Cartesian coordinates is most directly written in terms of polynomials having the general form

$$\phi = \sum_m \sum_n C_{mn} x^m y^n. \quad (7.19)$$

Obviously the lower-order terms, that is, \(m + n \leq 3\), each satisfy the equation identically. However, the linear terms \(C_{00} + C_{10} x + C_{01} y\) do not contribute to stresses. The general strategy is to try and construct solutions from the lower-order terms that satisfy the biharmonic equation individually and the boundary conditions collectively. For more complicated problems, it is necessary to use higher-order terms, that is, \(m + n > 3\), and achieve satisfaction of the equation by a combination of the individual terms. Finally, in the nature of general remarks, it is usually required to employ St. Venant's principle to satisfy some of the boundary conditions.

We present some specific applications of this approach in Section 7.9. However, it is instructive to consider the plane stress problem on a circular domain first, both from the standpoints of mathematical simplicity and practical importance.

### 7.4 Cylindrical Coordinates

#### 7.4.1 Geometric Relations

There are many problems in two-dimensional elasticity that are most conveniently treated in cylindrical coordinates (which degenerate to polar coordinates). Therefore, we develop the appropriate transformations between Cartesian and polar coordinates.

Referring to Fig. 7.1, we have the relations [7.2] between \(x\), \(y\) and \(r\), \(\theta\) as

![Fig. 7.1. Polar coordinates.](image-url)
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\[ x = r \cos \theta, \quad (a) \]
\[ y = r \sin \theta, \quad (b) \]
\[ r = (x^2 + y^2)^{1/2}, \quad (c) \]
\[ \theta = \tan^{-1} \frac{y}{x}. \quad (d) \]

Also, the derivatives of the polar coordinates with respect to the Cartesian coordinates are of interest

\[ r_x = \frac{1}{2} (x^2 + y^2)^{-1/2} (2x) = \frac{x}{r} = \cos \theta, \quad (a) \]
\[ r_y = \frac{y}{r}, \quad (b) \]
\[ \theta_x = \frac{1}{1 + (y/x)^2} \left( -\frac{y}{x^2} \right) = -\frac{y}{r^2} = -\frac{\sin \theta}{r}, \quad (c) \]
\[ \theta_y = \frac{1}{1 + (y/x)^2} \left( \frac{1}{x} \right) = \frac{x}{r^2} = \frac{\cos \theta}{r}. \quad (d) \]

Using Eqs. (7.21), we may write the differentiation formulas for functions specified in terms of \( r \) and \( \theta \) as

\[ \frac{\partial f}{\partial x} = \frac{\partial f}{\partial r} r_x + \frac{\partial f}{\partial \theta} \theta_x \]
\[ = \frac{\partial f}{\partial r} \cos \theta + \frac{\partial f}{\partial \theta} \left( -\frac{\sin \theta}{r} \right), \quad (a) \]
\[ \frac{\partial f}{\partial y} = \frac{\partial f}{\partial r} r_y + \frac{\partial f}{\partial \theta} \theta_y \]
\[ = \frac{\partial f}{\partial r} \sin \theta + \frac{\partial f}{\partial \theta} \left( \frac{\cos \theta}{r} \right). \quad (b) \]

7.4.2 Transformation of Stress Tensor and Compatibility Equation

The stress components are transformed using Eq. (2.13) to become

\[ \sigma_{rr} = \alpha_{rl} \sigma_{lj}, \quad (a) \]
\[ \sigma_{\theta\theta} = \alpha_{\theta l} \sigma_{lj}, \quad (b) \]
\[ \sigma_{r\theta} = \alpha_{rl} \sigma_{\theta j}. \quad (c) \]

The direction cosines are
and Eqs. (7.23) and (7.24) give

\[
\begin{align*}
\sigma_{rr} &= \sigma_{xx} \cos^2 \theta + \sigma_{yy} \sin^2 \theta + 2\sigma_{xy} \sin \theta \cos \theta, \quad (a) \\
\sigma_{\theta\theta} &= \sigma_{xx} \sin^2 \theta + \sigma_{yy} \cos^2 \theta - 2\sigma_{xy} \sin \theta \cos \theta, \quad (b) \\
\sigma_{r\theta} &= -\sigma_{xx} \sin \theta \cos \theta + \sigma_{yy} \sin \theta \cos \theta \\
&\quad + \sigma_{xy}(\cos^2 \theta - \sin^2 \theta), \quad (c)
\end{align*}
\]

which should be familiar from the Mohr’s circle concept of elementary strength of materials [7.3].

We now introduce the Airy stress function Eq. (7.5) into Eq. (7.25), dropping the body forces terms, to produce

\[
\begin{align*}
\sigma_{rr} &= \phi_{,yy} \cos^2 \theta + \phi_{,xx} \sin^2 \theta - 2\phi_{,xy} \sin \theta \cos \theta, \quad (a) \\
\sigma_{\theta\theta} &= \phi_{,yy} \sin^2 \theta + \phi_{,xx} \cos^2 \theta + 2\phi_{,xy} \sin \theta \cos \theta \quad (7.26) \\
\sigma_{r\theta} &= -\phi_{,yy} \sin \theta \cos \theta + \phi_{,xx} \sin \theta \cos \theta \\
&\quad - \phi_{,xy}(\cos^2 \theta - \sin^2 \theta). \quad (c)
\end{align*}
\]

The next step is to write Eqs. (7.26) entirely in terms of cylindrical coordinates. This involves repeated application of Eq. (7.22), for example,

\[
\begin{align*}
\phi_{,xx} &= \frac{\partial}{\partial x} \left( \frac{\partial \phi}{\partial x} \right) = \frac{\partial}{\partial x} \left[ \frac{\partial \phi}{\partial r} \cos \theta - \frac{\partial \phi}{\partial \theta} \frac{\sin \theta}{r} \right] \\
&= \cos \theta \left[ \frac{\partial^2 \phi}{\partial r^2} \cos \theta - \frac{\partial^2 \phi}{\partial r \partial \theta} \frac{\sin \theta}{r} \right] + \frac{\partial \phi}{\partial r} \left[ 0 + \frac{\sin^2 \theta}{r} \right] \\
&\quad - \frac{\sin \theta}{r} \left[ \frac{\partial^2 \phi}{\partial \theta^2} \cos \theta - \frac{\partial^2 \phi}{\partial \theta \partial \theta} \frac{\sin \theta}{r} \right] \\
&\quad - \frac{\partial \phi}{\partial \theta} \left[ - \frac{\sin \theta}{r^2} \cos \theta - \frac{\cos \theta \sin \theta}{r} \right] \\
&= \phi_{,rr} \cos^2 \theta - 2\phi_{,r\theta} \frac{\sin \theta \cos \theta}{r} + 2\phi_{,\theta} \frac{\sin \theta \cos \theta}{r} \\
&\quad + \phi_{,r} \frac{\sin^2 \theta}{r} + \phi_{,\theta\theta} \frac{\sin^2 \theta}{r^2}. \quad (7.27)
\end{align*}
\]

Continuing with \( \phi_{,yy} \) and \( \phi_{,zz} \) and back-substituting into Eqs. (7.25) eventually produces the usable relations [7.4]
The (invariant) biharmonic equation in cylindrical coordinates is written by using the appropriate operator. Thus, from Eq. 7.18, the expression
\[
\nabla^4 \phi = \nabla^2(\nabla^2 \phi) = 0
\]
holds, where
\[
\nabla^2 \phi = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2}
\]
and
\[
\nabla^4 \phi = \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right] \left[ \phi_{,rr} + \frac{1}{r} \phi_{,r} + \frac{1}{r^2} \phi_{,\theta\theta} \right],
\]
which constitute the transformation of Eqs. (1–10b,c) into cylindrical coordinates.

### 7.4.3 Axisymmetric Stresses and Displacements

Many problems in the circular domain are axisymmetric, depending only on \( r \) and not on \( \theta \). In these cases, we may use a simplified form of the preceding equations
\[
\sigma_{rr} = \frac{1}{r} \phi_{,r},
\]
\[
\sigma_{\theta\theta} = \phi_{,rr},
\]
\[
\sigma_{r\theta} = 0,
\]
\[
\nabla^2 \phi = \phi_{,rr} + \frac{1}{r} \phi_{,r} = \frac{1}{r} [r(\phi)_{,r}],
\]
\[
\nabla^4 \phi = \left[ \frac{d^2}{dr^2} + \frac{1}{r} \frac{d}{dr} \right] \left[ \phi_{,rr} + \frac{1}{r} \phi_{,r} \right]
\]
\[
= \frac{1}{r} \left[ r \left( \frac{1}{r} [r \phi_{,r}] \right) \right]_{,r}
\]
\[
= 0.
\]
The compact forms for \( \nabla^2 \phi \) and \( \nabla^4 \phi \) are easily verified by expansion of the terms and are readily integrated as follows.
\[
\frac{1}{r} \left[ r \left( \frac{1}{r} \left[ r \phi, r \right] \right), r \right] = 0
\]
\[
\begin{bmatrix}
\end{bmatrix}, r = 0
\]
\[
\begin{bmatrix}
\end{bmatrix} = C_1
\]
\[
\left( \begin{array}{c}
0
\end{array} \right), r = \frac{C_1}{r}
\]
\[
\left( \begin{array}{c}
0
\end{array} \right) = C_1 \ln r + C_2
\]
\[
\left[ \right], r = C_1 r \ln r + C_2 r
\]
\[
\left[ \right] = C_1 \left( \frac{r^2}{2} \ln r - \frac{r^2}{2} \right) + C_2 \frac{r^2}{2} + C_3
\]
\[
= C_1 r^2 \ln r + C_2 r^2 + C_3
\]
\[
\phi, r = C_1 r \ln r + C_2 r + \frac{C_3}{r}
\]
\[
\phi = C_1 \left( \frac{r^2}{2} \ln r - \frac{r^2}{2} \right) + C_2 \frac{r^2}{2} + C_3 \ln r + C_4
\]

or, redefining the constants,
\[
\phi = C_1 r^2 \ln r + C_2 r^2 + C_3 \ln r + C_4. \quad (7.32)
\]
The corresponding stresses are found by substituting Eq. (7.32) into Eqs. (7.31a–c)
\[
\sigma_{rr} = C_1 (1 + 2 \ln r) + 2C_2 + C_3 \frac{1}{r^2}, \quad (a)
\]
\[
\sigma_{\theta\theta} = C_1 (3 + 2 \ln r) + 2C_2 - C_3 \frac{1}{r^2}, \quad (b) \quad (7.33)
\]
\[
\sigma_{r\theta} = 0. \quad (c)
\]
The transformation into cylindrical coordinates is sufficient to solve some representative stress analysis problems that are of great practical interest. However, in order to derive the corresponding displacements, we would need to have the kinematic law Eq. (3.14) also transformed into cylindrical coordinates. This is rather involved, but is carried out neatly by Little [7.4] using dyadic notation. Here, we simply record the results without derivation
\[
\varepsilon_{rr} = u_{r,r} \quad (a)
\]
7.5 Thick-Walled Cylinder or Disk

\[ \varepsilon_{\theta \theta} = \frac{u_r}{r} + \frac{1}{r} u_{\theta,\theta} \]  
(b)

\[ u_r = \frac{1}{E} \left\{ C_1 r [(1 - v)(2 \ln r - 1) - 2v] + 2C_2 (1 - v)r 
- C_3 \frac{(1 + v)}{r} + C_4 \sin \theta + C_5 \cos \theta \right\} \]  
(c)

\[ u_\theta = \frac{1}{E} [4C_1 r \theta + C_4 \cos \theta - C_5 \sin \theta + C_6 r] \]  
(d) (7.34)

in which \( C_4 - C_6 \) multiply rigid body terms. Notice that Eqs. (7.34) contain \( \theta \)-dependent terms, although they are derived from the axisymmetric stress field Eqs. (7.33). This is a so-called “quasi-axisymmetric” case which occasionally proves to be useful, as we will see later.

7.5 Thick-Walled Cylinder or Disk

We examine a thick-walled cylinder constrained along the normal axis, plane strain, or its counterpart—a thin disk with a circular hole in the center, plane stress.

The cylinder is subjected to external and internal pressures shown in Fig. 7.2(a), clearly an axisymmetrical loading case that should exhibit only an axisymmetric response. Thus, Eqs. (7.33) are applicable.

We consider Eqs. (7.33a, b). There are two obvious boundary conditions to evaluate the three constants

\[ \sigma_{rr}(R_o) = -p_o, \]  
(a)

\[ \sigma_{rr}(R_i) = -p_i, \]  
(b)

which give

\[ -p_i = C_1 (1 + 2 \ln R_i) + 2C_2 + \frac{C_3}{R_i^2}, \]  
(c) (7.35)

\[ -p_o = C_1 (1 + 2 \ln R_o) + 2C_2 + \frac{C_3}{R_o^2}. \]  
(d)

To obtain a third condition, we must resort to the displacement expressions Eqs. (7.34). The expression for \( u_\theta \) is multi-valued in \( \theta \) and, since \( u_\theta(0) = u_\theta(2\pi) = u_\theta(4\pi) \), etc., we have \( C_1 = 0 \).

Then, we solve Eqs. (7.35) to get

\[ C_2 = \frac{p_i R_i^2 - p_o R_o^2}{2(R_o^2 - R_i^2)}, \]  
(a) (7.36)

\[ C_3 = \frac{R_i^2 R_o^2 (p_o - p_i)}{(R_o^2 - R_i^2)}, \]  
(b)
Fig. 7.2. (a) Thick-walled cylinder under external and internal pressure; (b) stress distribution.

which, when substituted into Eqs. (7.33a, b), give the stress distributions

\[
\sigma_{rr} = \frac{p_i R_i^2 - p_0 R_0^2}{R_0^2 - R_i^2} + \frac{R_i^2 R_0^2 (p_0 - p_i)}{r^2 (R_0^2 - R_i^2)},
\]

(a)

\[
\sigma_{\theta\theta} = \frac{p_i R_i^2 - p_0 R_0^2}{R_0^2 - R_i^2} - \frac{R_i^2 R_0^2 (p_0 - p_i)}{r^2 (R_0^2 - R_i^2)},
\]

(b)

and, from Eqs. (7.13) for the constrained (plane strain) case,
This solution was presented by G. Lamé [7.2] in the middle 19th century. The complete solution contains the displacements as well. These may be routinely evaluated from Eqs. (7.34c, d) and are given explicitly by Timoshenko and Goodier [7.2].

We may also obtain the solution for the case of pressure within a small hole in an infinite plane, a two-dimensional static representation of an explosion. We divide the numerator and the denominator of all terms in Eqs. (7.37) by \( R_0 \), take \( P_0 = 0 \) and let \( R_0 \to \infty \). This leaves only the second terms of Eqs. (7.37a, b), simplified to

\[
\sigma_{rr} = -\frac{R_i^2}{r^2}, \quad \text{(7.38a)} \\
\sigma_{\theta \theta} = \frac{R_i^2}{r^2}. \quad \text{(7.38b)}
\]

The physical behavior of a thick-walled cylinder is easiest to appreciate by considering the cases of internal pressure and external pressure separately. Results for these two cases and \( R_0/R_i = 3 \) are shown through the wall thickness on Fig. 7.2(b). For comparison, the nominal circumferential stress from the simple formula of the strength of materials \( \sigma_{\theta \theta} = pR/t \); where \( R = R_0 \) or \( R_i \) for \( p_0 \) or \( p_i \), respectively, and \( t = R_0 - R_i \); is shown as \( (\sigma_{\theta \theta})_{av} \). Obviously, the latter formula greatly underestimates the maximum circumferential stress that occurs at the inside wall and also does not recognize the radial stress.

The plane stress counterpart of this solution is a thin disk under radial loading \( p_0 \) and \( p_i \). In this case, instead of Eq. (7.37c), we would have from Eq. (7.6c)

\[
\varepsilon_{zz} = -\frac{v}{E} (\sigma_{rr} + \sigma_{\theta \theta}) \\
= \frac{2v}{E} \frac{(p_0 R_0^2 - p_i R_i^2)}{R_0^2 - R_i^2}. \quad \text{(7.39)}
\]

Another variant to the solution is the case of a thick-walled pipe with closed ends. This is neither plane strain nor plane stress, but can be viewed as a superposition of the two-dimensional solution in the cross section, and an axial stress that is uniformly distributed and maintains overall equilibrium in the \( z \) direction. The net force is

\[
F_z = p_0 \pi R_0^2 - p_i \pi R_i^2 \quad \text{(a) (7.40)}
\]

and
\[ \sigma_{zz} = \frac{F_z}{\pi(R_0^2 - R_i^2)} = \frac{p_i R_f^2 - p_0 R_0^2}{R_0^2 - R_i^2}. \]  

(b) (7.40)

The in-plane strains should account for \( \sigma_{zz} \) (Eqs. 7.12a, b).

### 7.6 Sheet with Small Circular Hole

We consider a sheet of unit thickness under uniaxial uniform tension \( T_x = T_x e_x \) with a small circular hole of radius \( A \) in the interior, as shown in Fig. 7.3(a). Without the hole, the stress would be uniform

\[ \sigma_{xx} = T_x, \quad \sigma_{yy} = \sigma_{xy} = 0. \]  

(a) (7.41)  

(b)  

This distribution should be altered only in the vicinity of the hole, with the stresses maintaining the uniform values in the remainder of the domain by St. Venant’s principle. Based on this reasoning, it is convenient to construct a hypothetical circle with a radius equal to the sheet width as shown on the figure, thus facilitating a solution in polar coordinates. We use Eqs. (7.25) to transform the uniform stress state at \( r = B \)

\[ \sigma_{rr}(B, \theta) = T_x \cos^2 \theta = \frac{T_x}{2} (1 + \cos 2\theta), \]  

(a) (7.42)  

\[ \sigma_{\theta\theta}(B, \theta) = T_x \sin^2 \theta = \frac{T_x}{2} (1 + \cos 2\theta), \]  

(b)  

\[ \sigma_{r\theta}(B, \theta) = -T_x \sin \theta \cos \theta = -\frac{T_x}{2} \sin 2\theta. \]  

(c) (7.43)  

The stresses along the circular boundary at \( r = B \) can be separated into two parts, as shown in Figs. 7.3(b) and (c). On Fig. 7.3(b), we have the axisymmetric stress state

\[ \sigma_{rr}^{(1)}(B, \theta) = \frac{T_x}{2}, \]  

(a) (7.43)  

\[ \sigma_{r\theta}^{(1)}(B, \theta) = 0. \]  

(b)  

Of course, \( \sigma_{\theta\theta} \) does not act on the boundary. On Fig. 7.3(c), we have a stress state dependent on \( \theta \) in the form

\[ \sigma_{rr}^{(2)}(B, \theta) = \frac{T_x}{2} \cos 2\theta, \]  

(a) (7.44)  

\[ \sigma_{r\theta}^{(2)}(B, \theta) = -\frac{T_x}{2} \sin 2\theta. \]  

(b)  

The advantage to the separation is that we may use the solution for a
Fig. 7.3. (a) Sheet with small hole under tension; (b) axisymmetric state of stress; (c) \( \theta \)-dependent state of stress.
thin-disk under axisymmetrical radial load for the first part, Eqs. 7.37(a, b). With \( R_i = A, R_o = B, p_i = 0 \) and \( p_o = -T_x/2 \) (since it was originally shown as (+) inward in Fig. 7.2), we have

\[
\sigma_{rr}^{(1)} = \frac{T_x}{2} \frac{B^2}{B^2 - A^2} - \frac{T_x}{2} \frac{A^2 B^2}{B^2 - A^2} \frac{1}{r^2},
\]

(a) \hspace{2cm} (7.45)

\[
\sigma_{\theta\theta}^{(1)} = \frac{T_x}{2} \frac{B^2}{B^2 - A^2} + \frac{T_x}{2} \frac{A^2 B^2}{B^2 - A^2} \frac{1}{r^2}.
\]

(b) \hspace{2cm} (7.45)

Thus, we need only focus on the second part.

We must consider the general form of the biharmonic equation Eq. (7.30b). Recognizing the periodicity of the boundary conditions Eq. (7.44), we assume a solution in the separated form

\[
\phi = F(r) \cos 2\theta.
\]

(7.46)

If we substitute into Eq. (7.30b), we get an ordinary differential equation

\[
\left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right] \left[ \cos 2\theta \left( F_{,rr} + \frac{1}{r} F_{,r} - \frac{4}{r^2} F \right) \right] = 0,
\]

(a) \hspace{2cm} (7.47)

which ultimately expands to [7.2]

\[
F_{,rrr} + \frac{2}{r} F_{,rr} - \frac{9}{r^2} F_{,r} + \frac{9}{r^3} F_r = 0.
\]

(b) \hspace{2cm} (7.47)

The solution to Eq. (7.47b) may be verified by back-substitution to be

\[
F(r) = C_1 + C_2 r^2 + C_3 r^4 + C_4 \frac{1}{r^2}.
\]

(7.48)

Then,

\[
\phi = \left( C_1 + C_2 r^2 + C_3 r^4 + C_4 \frac{1}{r^2} \right) \cos 2\theta.
\]

(7.49)

This expression for \( \phi \) is inserted into Eqs. (7.28) to obtain

\[
\sigma_{rr}^{(2)} = -\left( 4C_1 \frac{1}{r^2} + 2C_2 + 6C_4 \frac{1}{r^2} \right) \cos 2\theta,
\]

(a) \hspace{2cm} (7.50)

\[
\sigma_{\theta\theta}^{(2)} = \left( 2C_2 + 12C_3 r^2 + 6C_4 \frac{1}{r^4} \right) \cos 2\theta,
\]

(b) \hspace{2cm} (7.50)

\[
\sigma_{r\theta}^{(2)} = \left( -2C_1 \frac{1}{r^2} + 2C_2 + 6C_3 r^2 - 6C_4 \frac{1}{r^4} \right) \sin 2\theta.
\]

(c) \hspace{2cm} (7.50)

The appropriate boundary conditions to evaluate the constants are Eqs. (7.44) and the stress-free conditions at the hole

\[
\sigma_{rr}^{(2)}(A, \theta) = 0
\]

\[
\sigma_{r\theta}^{(2)}(A, \theta) = 0,
\]

(7.51)
which leads to

\[
\begin{bmatrix}
-\frac{4}{A^2} & -2 & 0 & -\frac{6}{A^4} \\
-\frac{2}{A^2} & 2 & 6A^2 & -\frac{6}{A^4} \\
-\frac{4}{B^2} & -2 & 0 & -\frac{6}{B^4} \\
-\frac{2}{B^2} & 2 & 6B^2 & -\frac{6}{B^4}
\end{bmatrix}
\begin{bmatrix}
C_1 \\
C_2 \\
C_3 \\
C_4
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
-\frac{T_x}{2} \\
-\frac{T_x}{2}
\end{bmatrix}.
\] (7.52)

Equation (7.52) may be simplified for the case where the hole is small compared to the width of the sheet. We first multiply both sides of the fourth equation by \((A/B)^2\) and then let \(A/B \to 0\), which gives \(C_3 = 0\). Next, we multiply both sides of the third equation by \(A^2\), let \(A/B \to 0\), and get \(C_2 = -T_x/4\). Then, we have the first and second equations

\[
-\frac{4}{A^2} C_1 + \frac{T_x}{2} - \frac{6}{A^4} C_4 = 0
\] (a)

\[
-\frac{2}{A^2} C_1 - \frac{T_x}{2} - \frac{6}{A^4} C_4 = 0
\] (b)

from which \(C_1 = (A^2/2)T_x\) and \(C_4 = -(A^4/4)T_x\).

Finally, the stresses are found from Eq. (7.50) to be

\[
\sigma_{rr}^{(2)} = -\left(2 \frac{A^2}{r^2} - \frac{1}{2} - \frac{3 A^4}{2 r^4}\right) T_x \cos 2\theta,
\] (a)

\[
\sigma_{\theta\theta}^{(2)} = -\left(\frac{1}{2} + \frac{3 A^4}{2 r^4}\right) T_x \cos 2\theta,
\] (b) (7.54)

\[
\sigma_{r\theta}^{(2)} = \left(-\frac{A^2}{r^2} - \frac{1}{2} + \frac{3 A^4}{2 r^4}\right) T_x \sin 2\theta.
\] (c)

We may re-evaluate Eqs. (7.45) by dividing the numerator and denominator of each term by \(B^2\), letting \(A/B \to 0\), and then adding the results to Eq. (7.54) to produce, finally, the total solution

\[
\sigma_{rr}(r, \theta) = \frac{T_x}{2} \left(1 - \frac{A^2}{r^2}\right) + \frac{T_x}{2} \left(1 - \frac{4 A^2}{r^2} + \frac{3 A^4}{2 r^4}\right) \cos 2\theta,
\] (a)

\[
\sigma_{\theta\theta}(r, \theta) = \frac{T_x}{2} \left(1 + \frac{A^2}{r^2}\right) - \frac{T_x}{2} \left(1 + \frac{3 A^4}{2 r^4}\right) \cos 2\theta,
\] (b) (7.55)

\[
\sigma_{r\theta}(r, \theta) = -\frac{T_x}{2} \left(1 + 2 \frac{A^2}{r^2} - \frac{3 A^4}{2 r^4}\right) \sin 2\theta.
\] (c)

Most interesting is to consider the maximum stress that occurs at \(r = A\)
which is largest when \( \theta = \pi/2 \) or \( 3\pi/2 \), that is, at the sides of the hole where

\[
(\sigma_{\theta\theta})_{\text{max}} = \sigma_{\theta\theta}(A, \pi/2) = \sigma_{xx}(0, A) = 3T_x,
\]

(a) (7.57)

At \( \theta = 0 \) or \( \pi \), the sides where the tangent vector is perpendicular to \( T_x \), we find

\[
(\sigma_{\theta\theta})_{\text{min}} = \sigma_{\theta\theta}(A, 0) = \sigma_{yy}(A, 0) = -T_x.
\]

(b) (7.57)

The ratio of the maximum to the nominal stress is called the stress concentration factor \( K \). In this case, \( K = 3 \). By superposition, it is easy to see that a uniform biaxial tension would produce \((\sigma_{\theta\theta})_{\text{max}} = 3T_x - T_x = 2T_x \) and \( K = 2 \), while an equal tension in one direction and compression in the perpendicular direction would give \((\sigma_{\theta\theta})_{\text{max}} = 3T_x + T_x = 4T_x \) and \( K = 4 \).

It is apparent from the \( 1/r^2 \) and \( 1/r^4 \) factors in Eqs. (7.55), which are indicative of the ‘strength’ of the singularity, that the high stress concentration is quite localized and decays rapidly away from the hole. It is also obvious that \( K \) is independent of the actual size of the hole thus making the solution very general. Stress concentrations are of great importance in structural fatigue and crack propagation studies, which are part of a relatively new and important branch of elasticity known as fracture mechanics.

### 7.7 Curved Beam

We now consider a beam that is curved in the plane of bending, as shown in Fig. 7.4(a). The outside and inside faces are cylindrical, the cross section is rectangular and the loading is a constant bending moment \( M \). With these restrictions, we may consider the stresses to be independent of \( \theta \) and use the axisymmetric plane stress solution as given by Eqs. (7.33).

We have the stress-free boundary conditions at the upper and lower faces

\[
\sigma_r(R_0) = \sigma_r(R_i) = 0 \quad \text{(a)}
\]

along with the equilibrium conditions

\[
\int_A \sigma_{\theta\theta} \, dA = 0 \quad \text{(a)}
\]

\[
\int_A r\sigma_{\theta\theta} \, dA = M \quad \text{(b)}
\]

where the stresses are shown in Fig. 7.4(b).

Obviously, Eq. (7.58b) is identically satisfied by the axisymmetric solution.
7.7 Curved Beam

However, it appears that the problem may be over-specified, that is, more conditions than unevaluated constants.

We evaluate Eq. (7.33a) for $\sigma_{rr}$ on the boundaries using Eq. (7.58a) as

$$C_1(1 + 2\ln R_0) + 2C_2 + C_3 \frac{1}{R_0^2} = 0,$$

$$C_1(1 + 2\ln R_i) + 2C_2 + C_3 \frac{1}{R_i^2} = 0. \quad (7.60)$$

Next, we have Eq. (7.59a) that may be written in terms of the stress function, using Eq. (7.31b),

$$\int_A \sigma_{\theta\theta} dA = B \int_{R_i}^{R_0} \phi_{rr} dr$$

$$= B \left[ \phi_r \right]_{R_i}^{R_0}. \quad (7.61)$$

where $B$ is the width of the beam. Noting that $\phi_r$ is proportional to $\sigma_{rr}$ via Eq. 7.28(a) and comparing the integrated function to Eq. (7.31a) for $\sigma_{rr}$, we see that the condition is identical to Eq. (7.58a) that produced Eqs. (7.60). We conclude that $\phi_r = 0$ on the boundaries.

Then, the remaining equilibrium condition is Eq. (7.59b),
\[ \int_A r \sigma_{\theta \theta} \, dA = B \int_{R_i}^{R_0} r \phi_{rr} \, dr = M. \quad (7.62) \]

Considering the integral and using integration by parts,
\[ \int_{R_i}^{R_0} r \phi_{rr} \, dr = r \phi_{r} \bigg|_{R_i}^{R_0} - \int_{R_i}^{R_0} \phi_{r} \, dr, \quad (7.63) \]
the first term on the r.h.s. is zero since \( \phi_{r} \) has been shown to be zero on the boundaries, while the second term, upon back-substitution into Eq. 7.62, leads to
\[ \phi(R_0) - \phi(R_i) = -\frac{M}{B}, \quad (7.64) \]
or, by Eq. (7.32),
\[ C_1 (R_0^2 \ln R_0 - R_i^2 \ln R_i) + C_2 (R_0^2 - R_i^2) + C_3 \ln \frac{R_0}{R_i} = -\frac{M}{B}. \quad (7.65) \]

Thus, we have produced three equations, Eqs. (7.60a, b) and Eq. (7.65), for the constants \( C_1 - C_3 \). These are solved \[7.5\] routinely as
\[ C_1 = \frac{2M}{NB} (R_0^2 - R_i^2) \quad \text{(a)} \]
\[ C_2 = -\frac{M}{NB} \left[ R_0^2 - R_i^2 + 2(R_0^2 \ln R_0 - R_i^2 \ln R_i) \right] \quad \text{(b)} \]
\[ C_3 = \frac{4M}{NB} R_0^2 R_i^2 \ln \frac{R_0}{R_i}, \quad \text{(c)} \]
where
\[ N = (R_0^2 - R_i^2)^2 - 4R_0^2 R_i^2 ÷ \left( \ln \frac{R_0}{R_i} \right)^2. \quad \text{(d)} \]

Finally, the stresses are written \[7.2\] explicitly as
\[ \sigma_{rr} = \frac{4M}{NB} \left( R_0^2 R_i^2 \ln \frac{R_0}{R_i} \frac{1}{r^2} + R_0^2 \ln \frac{r}{R_0} + R_i^2 \ln \frac{R_i}{r} \right), \quad \text{(a)} \]
\[ \sigma_{\theta \theta} = \frac{4M}{NB} \left( R_0^2 R_i^2 \ln \frac{R_0}{R_i} \frac{1}{r^2} - R_0^2 \ln \frac{r}{R_0} - R_i^2 \ln \frac{R_i}{r} - R_0^2 + R_i^2 \right), \quad \text{(b)} \]
\[ \sigma_{\theta r} = 0. \quad \text{(c)} \]

To be applicable for the entire beam, the end moments \( M \) must be distributed in accordance with \( \sigma_{\theta \theta} \), see Eq. (7.67b). Otherwise, the results are valid overall, except for the immediate region of moment application, through St. Venant’s principle.

In order to study the stress distribution for a typical case, we choose \( R_0/R_i = 2 \). Then, in Fig. 7.4(c), the stresses \( \sigma_{rr} \) and \( \sigma_{\theta \theta} \) are plotted through the
depth of the beam along with the straight line distribution obtained from elementary beam theory, \( \sigma_b = \sigma_{zz} \) from Eq. (6.20b), [7.2]. Notice that the elementary beam solution underestimates the maximum stress that occurs along the inside boundary and, of course, does not indicate \( \sigma_{rr} \) at all. We may explain heuristically the increase in stress along the inside boundary and the decrease along the outside boundary as compared to elementary theory by recognizing that the inside fibers are shorter and the outside fibers are longer than those along the center-line, which correspond to a straight beam of the same length. Therefore, the same extension or contraction would produce a correspondingly greater, or lesser, strain in these fibers. Also the sense of \( \sigma_{rr} \) may be related to the radial components of the stresses \( \sigma_{\theta\theta} \) shown on the left portion of Fig. 7.4(b). Near the outside face, this component is directed inward, while near the outside face it acts outward to produce the radial compression.

It should also be mentioned that there is a strength-of-materials solution for curved beams that produces results for \( \sigma_{\theta\theta} \) practically identically to those obtained from the plane stress solution for beams in which the radius of the centroidal axis \( \frac{1}{2}(R_0 + R_i) \) is greater than the depth \( R_0 - R_i \), but still no values for \( \phi_{rr} \). This solution is presented in detail in Ref. [7.6] and is adequate for many practical cases.

### 7.8 Rotational Dislocation

An interesting variant on the thick-walled cylinder problem treated in Section 7.5 is shown in Fig. 7.5 where the ring has been formed as open and separated by an angle \( \alpha \), assumed as the zero stress state, and then forced together and joined. The appropriate boundary conditions are

\[
\begin{align*}
\sigma_{rr}(R_0) = \sigma_{rr}(R_i) &= 0, \quad \text{(a)} \\
\phi_\theta(r,2\pi) &= r\alpha. \quad \text{(7.68 b)}
\end{align*}
\]

![Fig. 7.5. Thick-walled cylinder with rotational dislocation.](image)
The utility of the "quasi-axisymmetric" displacement equations is now apparent, since we may use Eq. (7.34d) to write Eq. (7.68b) as

$$r \alpha = \frac{1}{E} 8\pi C_1 r,$$

or

$$C_1 = \frac{E \alpha}{8\pi}. \quad (7.69)$$

We then introduce the boundary conditions Eq. (7.68a) along with substituting Eq. (7.69) into Eqs. (7.33a and b) producing

$$\frac{E \alpha}{8\pi} (1 + 2 \ln R_0) + 2C_2 + \frac{C_3}{R_0^2} = 0, \quad (a)$$

and yielding

$$\frac{E \alpha}{8\pi} (1 + 2 \ln R_i) + 2C_2 + \frac{C_3}{R_i^2} = 0, \quad (b)$$

which can be back-substituted into Eqs. (7.33) along with $C_1$ to find $\sigma_{rr}$ and $\sigma_{\theta \theta}$.

We may easily find the total bending moment across the section from Eq. (7.66a) to be

$$M = C_1 \frac{NB}{2} \frac{R_0^2 - R_i^2}{R_0^2 - R_i^2} = \frac{E \alpha B (R_0^2 - R_i^2)^2 - 4R_0^2 R_i^2 \ln(R_0/R_i)^2}{16\pi} \frac{1}{R_0^2 - R_i^2}. \quad (7.72)$$

### 7.9 Narrow, Simply Supported Beam

The previous examples of two-dimensional elasticity solutions have focused on problems in cylindrical coordinates. We now turn to a Cartesian domain and again consider the beam bending problem, which was analyzed in Section 6.3 in the context of three-dimensional elasticity.

We examine a simply supported beam of unit width under self-weight as shown in Fig. 7.6, closely following the treatment by Little [7.4]. The supports are precisely located within the depth, since we are seeking an elasticity solution.

We employ the plane strain formulation Eq. (7.9) in terms of the Airy stress
function. With the body forces given by

\[ f = -\rho g e_y, \]  

(7.73)

where \( \rho \) is the mass density and \( g \) the acceleration of gravity, the potential \( V \), as defined in Eq. (7.3), becomes

\[ V = \rho g y. \]  

(7.74)

Thus, Eq. (7.9b) takes the form

\[ \nabla^4 \phi = -(1 - v) \nabla^2 (\rho g y). \]  

(7.75)

The boundary conditions on the top and bottom faces are

\[ \sigma_{xy}(x, \pm D) = \sigma_{yy}(x, \pm D) = 0, \]  

(7.76)

and on the ends,

\[ \sigma_{xx}(\pm L, y) = 0, \]  

(a)

\[ \int_{-D}^{D} \sigma_{xy}(-L, y) dy = -2\rho g DL, \]  

(b)

(7.77)

\[ \int_{-D}^{D} \sigma_{xy}(L, y) dy = 2\rho g DL. \]  

(c)

The latter two equations reflect the acceptance of St. Venant's principle for this case.

Once the stress function is found, the stresses can be calculated from Eqs. (7.5)

\[ \sigma_{xx} = \rho g y + \phi_{yy}, \]  

(a)

\[ \sigma_{yy} = \rho g y + \phi_{xx}, \]  

(b)  

(7.78)

\[ \sigma_{xy} = -\phi_{xy}. \]  

(c)

Recalling the idea of expressing the solution \( \phi \) in the form of selected polynomial terms, as suggested in Eq. (7.19), and recognizing that the stress
would likely follow an even functional distribution in $x$ and an odd distribution in $y$, then we have

$$\phi = C_{21}x^2y + C_{23}x^2y^3 + C_{03}y^3 + C_{05}y^5 \quad (7.79)$$

as proposed in [7.4]. From the discussion in Section 7.3, it is evident that the first and third terms satisfy Eq. (7.75) individually, but the second and fourth terms must satisfy the equation in combination.

Substituting Eq. (7.79) into Eqs. (7.78) yields

$$\sigma_{xx} = \rho gy + 6C_{23}x^2y + 6C_{03}y + 20C_{05}y^3 \quad (a)$$

$$\sigma_{yy} = \rho gy + 2C_{21}y + 2C_{23}y^3 \quad (b) \quad (7.80)$$

$$\sigma_{xy} = -2C_{21}x - 6C_{23}xy^2 \quad (c)$$

for the stresses.

Since we have chosen appropriate even or odd functions, we may select either the (+) or (−) conditions in Eqs. (7.76). Using the condition at (+) $D$,

$$\sigma_{xy}(x, D) = -2C_{21}x - 6C_{23}xD^2 = 0 \quad (a) \quad (7.81)$$

$$\sigma_{yy}(x, D) = \rho gD + 2C_{21}D + 2C_{23}D^3 = 0, \quad (b)$$

from which

$$C_{21} = -\frac{3}{4}\rho g, \quad (a) \quad (7.82)$$

$$C_{23} = \frac{1}{4D^2} \rho g. \quad (b)$$

From Eq. (7.75) applied to Eq. (7.79), we find

$$C_{05} = -\frac{1}{5}C_{23}$$

$$= -\frac{1}{20D^2} \rho g. \quad (7.83)$$

Finally, we turn to Eq. (7.77a). The form of $\sigma_{xx}$ in Eq. (7.80a) makes it impossible to satisfy this equation identically in a pointwise fashion. Therefore, we invoke St. Venant’s principle whereby

$$\int_{-D}^{D} \sigma_{xx}(L, y) dy = 0, \quad (a) \quad (7.84)$$

$$\int_{-D}^{D} \sigma_{xx}(L, y) y dy = 0. \quad (b)$$

Substituting Eq. (7.80a), along with Eqs. (7.82) and (7.83), into Eq. (7.84a), we find that it is satisfied identically since $\sigma_{xx}$ is an odd function in $y$. Equation (7.84b) yields

$$\frac{2}{3}\rho gD^3 + \rho gL^2D + 4C_{03}D^3 - \frac{2}{3}\rho gD^3 = 0, \quad (7.85)$$
from which
\[
C_{03} = -\rho g \left( \frac{1}{15} + \frac{1}{4} \frac{L^2}{D^2} \right).
\] (7.86)

Inserting the evaluated constants into Eqs. (7.80) gives
\[
\sigma_{xx} = 3\rho g \left[ \frac{1}{5} + \frac{1}{2D^2} (x^2 - L^2) \right] y - \rho g \frac{y^2}{D^2} 
= \frac{\rho g D}{I} \left[ \frac{2}{5} D^2 y - \frac{2}{3} y^3 + (x^2 - L^2) y \right],
\] (a)
\[
\sigma_{yy} = -\frac{1}{2} \rho g \left[ 1 - \frac{y^2}{D^2} \right] y 
= \frac{\rho g D}{I} \left[ -\frac{D^2 y}{3} + \frac{y^3}{3} \right],
\] (b)
\[
\sigma_{xy} = \frac{3}{2} \rho g \left[ 1 - \frac{y^2}{D^2} \right] x 
= \frac{\rho g D}{I} \left[ D^2 x - y^2 x \right],
\] (c)

where \( I \) is the moment of inertia/unit width about the centroidal axis = \( \frac{3}{2} D^3 \).

Elementary beam theory, which was derived for a cantilever beam in Section 6.3.1, gives only the underlined term in Eq. (7.87a) for \( \sigma_{xx} \), so that the other terms in Eqs. (7.87a, b) represent the modification due to the two-dimensional stress state produced by the presence of \( \sigma_{yy} \). The value of \( \sigma_{xy} \) is not changed from the elementary theory result. The analysis may be carried on to produce strains and eventually displacements, but little that is new is revealed [7.4].

Of interest in the family of two-dimensional beam solutions are the various possibilities for applying the transverse loading, in addition to the uniform distribution through the depth studied here. Loading on the top face or the bottom face produces alterations to Eq. (7.87), especially in the \( \sigma_{yy} \) (transverse normal) stresses [7.5].

### 7.10 Semi-Infinite Plate with a Concentrated Load

A semi-infinite plate of unit thickness under a concentrated vertical loading, shown in Figure 7.7, may be solved in either polar or Cartesian coordinates. The general three-dimensional case is known as the Boussinesq problem and is reknown in the Theory of Elasticity. Here, we present the two-dimensional version in polar coordinates and leave the Cartesian coordinate solution for the exercises.

It is postulated that any element located by \((r, \theta)\) is under a state of pure radial compression, i.e.,
which will be verified shortly.

If the vertical component of \( \sigma_{rr} \), \( \sigma_{rr} \cos \theta \), is integrated over a cylindrical surface described by \( r \), we have

\[
2 \int_{0}^{\pi/2} (\sigma_{rr} \cos \theta)(rd\theta) = -P
\]

so that overall equilibrium is satisfied. Obviously the coefficient \( 2/\pi \) in Eq. (7.88a) was chosen to scale the integral to the r.h.s. of Eq. (7.89).

The boundary conditions on the free surface are obviously satisfied since the stresses vanish at every point, except under the load where the infinite stress is given by Eq. 7.88 with \( \theta = 0 \) and \( r = 0 \).

To complete the solution, it must be shown that local equilibrium and compatibility are also satisfied. It is convenient to use the stress function

\[
\phi = -(P/\pi)r\theta \sin \theta
\]

which may be substituted into Eqs. 7.28 to confirm that Eqs. 7.88 produce equilibrium and then into Eq. 7.29 to verify compatibility.

We now consider a horizontal plane \( x = H \) and compute the Cartesian components of stress using Eq. 2.13. From Fig. 7.7, the direction cosines are found as

\[
\begin{array}{ccc}
  & r & \theta & z \\
x & \cos \theta & -\sin \theta & 0 \\
y & \sin \theta & \cos \theta & 0 \\
z & 0 & 0 & 1 \\
\end{array}
\]
Since

\[ \sigma_{rr}(r, \theta) = \sigma_{rr}(H/\cos \theta, \theta) = -2\left( \frac{P}{\pi H} \right) \cos^2 \theta \]  \hspace{1cm} (7.92)

we find

\[ \sigma_{xx}(H, \theta) = \sigma_{rr} \cos^2 \theta = -2\left( \frac{P}{\pi H} \right) \cos^2 \theta \] \hspace{1cm} (a)

\[ \sigma_{yy}(H, \theta) = \sigma_{rr} \sin^2 \theta = -2\left( \frac{P}{\pi H} \right) \sin^2 \theta \cos^2 \theta \] \hspace{1cm} (b) \hspace{1cm} (7.93)

\[ \sigma_{xy}(H, \theta) = \sigma_{rr} \sin \theta \cos \theta = -2\left( \frac{P}{\pi H} \right) \sin \theta \cos^3 \theta. \] \hspace{1cm} (c)

For a point directly beneath the load, \( \theta = 0 \) and \( \sigma_{rr} = \sigma_{xx} = -\frac{2P}{\pi H} \). As shown on the figure, the vertical compression attenuates away from the load. A detailed study of the stress distribution is presented in [7.2] along with a solution for a concentrated horizontal force at the origin.

These solutions are of great utility in determining the stresses and the corresponding displacements in soil deposits due to surface loading, such as building columns or vehicular wheels.

### Exercises

7.1 Using the element shown in the figure below solve the following problems.

(a) Derive the equilibrium equations in polar coordinates, neglecting body forces.

![Problem 7.1](image-url)

**Answer:**

\[
\sigma_{rr,r} + \frac{1}{r} \sigma_{r\theta,\theta} + \frac{\sigma_{rr} - \sigma_{\theta\theta}}{r} = 0
\]

\[
\quad - \frac{\sigma_{r\theta,\theta}}{r} + \sigma_{\theta r,r} + \frac{2}{r} \sigma_{r\theta} = 0
\]
(b) Verify that the above equations are satisfied by Eqs. (7.28).

7.2 Consider a thick-walled cylinder with an outside diameter of 5. The internal pressure is 0.5 (force/length²).
(a) For an inside diameter of 4, compute the maximum normal and circumferential stresses.
(b) How much error would be involved if part (a) were carried out using thin-walled cylinder theory.
(c) Determine the radial displacement of a point on the inside surface.

7.3 A cylinder with inside radius \( a \) and outside radius \( b = 1.20a \) is subjected to:
(1) internal pressure \( p_i \) only,
(2) external pressure \( p_o \) only.
Determine the ratio of maximum to minimum tangential stress for each case (from (7.7)).

7.4 Determine the value of the constant \( C \) in the stress function
\[
\phi = C [r^2(\alpha - \theta) + r^2 \sin \theta \cos \theta - r^2 \cos^2 \theta \tan \alpha]
\]
required to satisfy the conditions on the upper and lower edges of the triangular plate shown in the figure. Evaluate the stress components \( \sigma_{xx}, \sigma_{yy}, \sigma_{xy} \) at \( M \) for the case \( \alpha = 30^\circ \). In what way is this solution different from that found by the elementary beam theory?

![Problem 7.4](image)

7.5 Determine the stress concentration factor for the plate as shown in the figure below.

![Problem 7.5](image)
7.6 Consider a curved beam as shown in the figure below.

![Diagram of a curved beam](image)

**Problem 7.6**

The values of the dimensions and moments are

\[ a = 10; \quad b = 13; \quad M = 11,000 \text{ (length-force)}; \quad t = 0.8. \]

Calculate the maximum stress arising from \( M \) and compare this with \( \sigma_{\theta\theta} = M(b - a)/2I \), computed from elementary beam theory.

7.7 For problem 5.2, show that the corresponding Airy stress function may be written as

\[
\phi = -\frac{1}{2}\frac{\nu}{1+\nu}f(x,y)z^2 + A + Bx + Cy + \phi_1(x,y)z + \phi_0(x,y),
\]

where \( \phi, A, B, C \) may be functions of \( z \), and \( \phi_0 \) is a specialized Airy stress function for problems symmetrical about the plane \( z = 0 \) (from [7.4]).

7.8 A stress distribution is given by

\[
\sigma_{xx} = C_1 y x^3 - 2C_2 xy + C_3 y \\
\sigma_{yy} = C_1 x y^3 - 2C_1 x^3 y \\
\sigma_{xy} = -\frac{3}{2}C_1 x^2 y^2 + C_2 y^2 + \frac{1}{2}C_1 x^4 + C_4
\]

where \( C_1 - C_4 \) are constants (from [7.7]).

(a) Show that this field represents a solution for a thin plate as shown below.
(b) Derive the corresponding stress function.
(c) Evaluate the surface forces along the edges \( y = 0 \) and \( y = b \) of the plate.

![Diagram of a plate](image)

7.9 Consider the semi-infinite plate treated in Section 7.10 using Cartesian coordinates. Show that the stress function \( \phi = -(P/\pi)y \tan^{-1}(y/x) \) results in the following stress field within the plate (from [7.7]):

\[
\begin{align*}
\sigma_{xx} &= -\frac{2P}{\pi} \frac{x^3}{(x^2 + y^2)^2}, \\
\sigma_{yy} &= -\frac{2P}{\pi} \frac{xy^2}{(x^2 + y^2)^2}, \\
\sigma_{xy} &= -\frac{2P}{\pi} \frac{yx^2}{(x^2 + y^2)^2}.
\end{align*}
\]


Also, plot the resulting stress distribution for \( \sigma_{xx} \) and \( \sigma_{xy} \) at a constant depth \( H \) below the boundary (from [7.7]).

7.10 The thin cantilever beam shown is subjected to a uniform shearing stress \( \tau_0 \) along the upper surface, \( y = +D \); while the surfaces \( y = -D \) and \( x = L \) are stress-free. Determine if the Airy stress function

\[
\phi = \frac{1}{4} \tau_0 \left( xy - \frac{xy^2}{D} - \frac{Ly^2}{D^2} + \frac{Ly^3}{D^2} \right)
\]

satisfies the required conditions for this problem (from [7.7]).


7.11 Show that for the case of plane stress with no body forces present:

(a) The equations of equilibrium may be expressed in terms of displacements \( u_x \) and \( u_y \) as follows (from [7.7]):

\[
\begin{align*}
\nabla^2 u_x + \left( \frac{1 + v}{1 - v} \right) (u_{xx} + u_{yy})_x &= 0, \\
\nabla^2 u_y + \left( \frac{1 + v}{1 - v} \right) (u_{yy} + u_{xx})_y &= 0.
\end{align*}
\]
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(b) Verify that the indicial form of these equations, following steps analogous to those in Section 5.2, is

\[ \nabla^2 u_i + \left( \frac{1 + \nu}{1 - \nu} \right) u_{j,ji} = 0 \quad i, j = 1, 2. \]

7.12 For the stress function in Eq. 7.90,

\[ \phi = -\frac{(P/\pi)r\sin\theta}{r}, \]

verify that equilibrium and compatibility are satisfied.

7.13 Refer to the solution in Sec. 7.10.
(a) Compute the Cartesian components of stress as a function of \( r \) and \( \theta \).
(b) Show that the integral of \( \sigma_{rr} \) along any semicircle about the origin is equal to \( P \) (from [7.7]).

7.14 An edge-loaded diaphragm is sometimes called a “deep beam” since it spans between columns and has a depth/span ratio outside the limitations of simple beam theory. For the simply-supported case shown [7.8], based on the assumption that the column reactions are uniformly distributed over the width \( c \), formulate the problem within the theory of elasticity:
(a) State the governing equation.
(b) State the boundary conditions on all edges.
(c) Suppose the load is applied along the lower edge instead. How will the boundary conditions be altered? What limitation of elementary beam theory does this illustrate?

Problem 7.14

7.15 Derive Eqs. 7.28.

7.16 A pipe is composed of two concentric cylinders. The outer radius is \( 3a \), the radius along the interface is \( 2a \) and the inner radius is \( a \). For the outer cylinder, \( E = E_o \)

while for the inner cylinder, \( E = E_i = \frac{1}{2}E_o \).
(a) For an internal pressure \( p \), compute the circumferential and radial stress distributions in the pipes.
(b) Evaluate the shear stress along the interface.
(c) Compute the radial displacement at both surfaces.

7.17 Consider the material law stated in Eq. (4.33):
(a) Re-write these equations in terms of the engineering constants \( E \) and \( v \).
(b) Specialize and expand the equations for the cylindrical coordinates \( r, \theta, z \) introduced in Sec. 7.4.
(c) Consider the concentric cylinders described in Problem 7.16. When the outer cylinder is much stiffer than the inner, \( E_o \ll E_i \), the inner cylinder may be considered to be in a state of generalized plane stress, with \( \sigma_{rr} \) taken as equal to \( -p \), or an assumed \( \tilde{\sigma}_{rr}(p, z) \), throughout. Show that the remaining stress-strain equations are:

\[
\sigma_{\theta\theta} = \frac{E}{1-v^2} \left[ \varepsilon_{\theta\theta} + \mu \varepsilon_{zz} - (1 + v)z \Delta T \right] + \frac{v}{1-v} \tilde{\sigma}_{rr}
\]

\[
\sigma_{zz} = \frac{E}{1-v^2} \left[ \mu \varepsilon_{\theta\theta} + \varepsilon_{zz} - (1 + v)z \Delta T \right] + \frac{v}{1-v} \tilde{\sigma}_{rr}.
\]

7.18 A skewed plate of unit thickness is loaded by uniformly distributed stresses, \( S_1 \) and \( S_2 \), applied perpendicular to the sides of the plate as shown in the figure. \[7.9\]
(a) Solve the equilibrium equations for the plate in terms of \( S_1, S_2, a, b \) and \( \theta \).
(b) Determine the elongation of the diagonal AC under the action of the stresses, \( S_1 \) and \( S_2 \), assuming that the material is linearly elastic and isotropic and that \( \theta = 90^\circ \).

7.19 Now, consider the stresses, \( S_1 \) and \( S_2 \), to be applied so that they are directed parallel to the edges AB and AD, respectively, of the skewed plate. Derive expressions for the principal stresses and the principal strains in terms of \( S_1, S_2, a, b, \theta, E, \) and \( v \) where \( E \) and \( v \) denote Young's modulus and Poisson’s ratio, respectively. \[7.9\]

7.20 Consider the stress-strain relationships in terms of the engineering constants, Eqs. (7.7), and Eq. (4.13b) simplified for the plane strain case in the \( x-y \) plane. Show that Eqs. (7.7) may be generalized for a homogeneous orthotropic mate-
rial [7.10] defined by

$$E_x v_{yx} = E_y v_{xy}$$

to the form

$$\sigma_{11} = \frac{E_x}{(1 - \nu_{xy} \nu_{yx})}(\varepsilon_x + \nu_{yx} \varepsilon_y)$$

$$\sigma_{22} = \frac{E_y}{(1 - \nu_{xy} \nu_{yx})}(\nu_{xy} \varepsilon_x + \varepsilon_y)$$

$$\sigma_{xy} = 2G\varepsilon_{xy}$$

7.21 Consider the axisymmetrical thermal elasticity problem in two dimensions. Prove that the compatibility equation in polar coordinates is given by [7.7]

$$\frac{1}{r} (r\phi_r)_r + E\alpha \Delta T = 0$$

where

$$\Delta T = T - T_0 \quad \text{as defined by Eq. (4.31)}$$

and

$$\phi = \text{Airy stress function.}$$

References


CHAPTER 8

Bending of Thin Plates

8.1 Introduction

In the preceding chapter, a thin elastic plate loaded in the plane of the plate was analyzed. The resulting deformations are confined to the plane of the plate in accordance with the plane strain assumption.

If such a plate is loaded transverse to the plane, as shown in Figure 8.1, where a distributed load \( q(x, y) \) is applied to the upper surface, the plate bends and the deflection of the surface in the normal direction is predominant. The problem of plate bending is, in part, an extension of the elementary theory of beams. However, plate bending is more complicated than beam bending, or even the compatible bending of a network of orthogonal beams connected at their intersections. In effect, a solid plate is much stiffer than such a gridwork. This will be elaborated on in a later section.

Transversely loaded plates are classified in terms of their thinness by a characteristic ratio \( h/l \), where \( h \) is the thickness and \( l \) is a plan dimension such as the length of a side or a radius. If the plate is very thin, \( h/l < 0.001 \), in-plane or membrane forces are needed to provide equilibrium mobilizing finite deformations. On the other hand, if the plate is thick, \( h/l < 0.4 \), three-dimensional effects are relevant. Between these bounds lie medium-thin plates which can be analyzed by a linear theory in reference to a middle plane, a two-dimensional analog to the familiar neutral axis of a beam.

8.2 Assumptions

(1) Based on the relative thinness of the plate and the orientation of the loading, the plate is assumed to be approximately in both plane strain and plane stress, i.e.,

\[ \varepsilon_{zz} = 0 \]  
\[ \sigma_{zz} = 0 \]  

and

\[ (a) \]  
\[ (b) \]
except directly under a surface load. The corresponding strain-stress equations (7.12 a,b,d) become

\[
\begin{align*}
\varepsilon_{xx} &= \frac{1}{E} (\sigma_{xx} - v\sigma_{yy}) \\
\varepsilon_{yy} &= \frac{1}{E} (\sigma_{yy} - v\sigma_{xx}) \\
\varepsilon_{xy} &= \frac{1}{2G} \sigma_{xy}.
\end{align*}
\]  

(8.2)

Also, the plate thickness does not change, so that the normal displacement is constant along a normal through the thickness, i.e.,

\[
u_z = \nu_z(x,y).
\]  

(8.3)

(2) The second assumption is stated with respect to the line \( mn \), shown in Figure 8.1 and again in the section normal to the \( x \)-axis, Figure 8.2. Line \( mn \) represents all lines initially perpendicular to the undeformed middle plane and is presumed to remain \textit{straight} and \textit{normal} to the deformed middle plane. This is the \textit{hypothesis of linear elements}, attributed to G. Kirchhoff by Filonenko-Borodich [8.1].

Referring to Figure 8.2, the undeflected line \( mn \) is superimposed on the deflected line \( m'n' \) in the upper cross section. The rotation of the line is \( \omega_{yz} \). By the application of the hypothesis, this rotation is equal to the rotation of...
8.3 Formulation

8.3.1 Geometric Relationships

We focus on two points which lie on $mn$, the normal to the middle plane, in Figure 8.2. Point $p$ is also on the middle plane, while point $q$ is initially located a distance $\zeta$ away from the plane in the positive $z$ direction.
On the displaced surface, point \( q \) remains \( \zeta \) from point \( p \) by Assumption (1) and has the same normal displacement \( u_z(x, y) \) by Assumption (3). So the in-plane displacement is given by

\[
  u_y = -\zeta \omega_{yx} = -\zeta u_{z,y}
\]

by Assumption (2), Eq. 8.4. The negative sign indicates that a positive \( \zeta u_{z,y} \) produces a \( u_y \) in the negative \( y \) direction.

A similar section perpendicular to the \( y \)-axis would reveal the \( x-z \) plane and yield

\[
  u_x = -\zeta \omega_{xz} = -\zeta u_{z,x}.
\]

Thus, the in-plane displacements \( u_x \) and \( u_y \) are functions of the normal displacement \( u_z \).

### 8.3.2 Strains and Stresses

Using Eqs. (8.7) and (8.8), we may write the in-plane strain-displacement relationships from Eqs. (3.15 a,b,c) with \( 1, 2, 3 = x, y, z \):

\[
\begin{align*}
  \varepsilon_{xx} &= u_{x,x} = -\zeta u_{z,xx} \\
  \varepsilon_{yy} &= u_{y,y} = -\zeta u_{z,yy} \\
  \varepsilon_{xy} &= \frac{1}{2}(u_{x,y} + u_{y,x}) = -\zeta u_{z,xy}.
\end{align*}
\]

The corresponding stresses are formed by inverting Eqs. (8.2) and substituting Eqs. (8.9).

\[
\begin{align*}
  \sigma_{xx} &= \frac{E}{(1 - v^2)}(\varepsilon_{xx} + \nu\varepsilon_{yy}) \\
  &= -\frac{\zeta E}{(1 - v^2)}(u_{z,xx} + \nu u_{z,yy}) \\
  \sigma_{yy} &= \frac{E}{(1 - v^2)}(\varepsilon_{yy} + \nu\varepsilon_{xx}) \\
  &= -\frac{\zeta E}{(1 - v^2)}(u_{z,yy} + \nu u_{z,xx}) \\
  \sigma_{xy} &= 2G\varepsilon_{xy} \\
  &= \frac{E}{(1 + \nu)}\varepsilon_{xy} \\
  &= -\frac{\zeta E}{(1 + \nu)} u_{z,xy} \\
  &= -\frac{\zeta E}{(1 - v^2)(1 - v)} u_{z,xy}
\end{align*}
\]
It should be mentioned that efficient application of the theory of plates is facilitated by the introduction of stress resultants, which are bending and twisting moments per width of middle surface. However, to retain a strictly pointwise description consistent with the remainder of this text, the resultants are not introduced here.

We now calculate the remaining components of stress from the equilibrium equations, 2.46, again with 1, 2, 3 = x, y, z and Eqs. (8.10). From Eq. (2.46a) and $f_x = 0$,

$$\sigma_{xz,z} = -\sigma_{xx,x} - \sigma_{xy,y}$$

$$= -\frac{\zeta E}{(1 - v^2)} [u_{z,xxx} + \nu u_{z,yy} + (1 - v)u_{z,yyy}]$$

$$= -\frac{\zeta E}{(1 - v^2)} (u_{z,xx} + u_{z,yy}), x$$

$$= \frac{\zeta E}{(1 - v^2)} (\nabla^2 u_z), x. \quad (8.11)$$

Similarly, from Eq. (2.46b) and $f_y = 0$

$$\sigma_{yz,z} = \frac{\zeta E}{(1 - v^2)} (\nabla^2 u_z), y. \quad (8.12)$$

The preceding equations may be integrated with respect to z. Only $\zeta$ is a function of z, so that

$$\int \zeta \, dz = \int \zeta \, d\zeta = \frac{\zeta^2}{2} + C. \quad (8.13)$$

Since $\sigma_{xz}$ and $\sigma_{yz}$ should vanish at the surfaces $\zeta = \pm \frac{h}{2}$,

$$C = -\frac{h^2}{4}. \quad (8.14)$$

The final expressions for the transverse shearing stresses are found from the integrals of Eqs. (8.11) and (8.12), considering Eq. (8.14), as

$$\sigma_{xz} = \frac{E \left(\zeta^2 - \frac{h^2}{4}\right)}{2(1 - v^2)} (\nabla^2 u_z), x \quad (a)$$

$$\sigma_{yz} = \frac{E \left(\zeta^2 - \frac{h^2}{4}\right)}{2(1 - v^2)} (\nabla^2 u_z), y. \quad (b)$$

Now, we consider the normal stress $\sigma_{zz}$ given by Eq. (2.46c), with $f_z = 0$ since there are no body forces:
The stress $\sigma_{zz}$ is of little practical consequence since, at most, it is equal to the magnitude of the surface loading. However, Eq. (8.16) is useful in establishing the governing equation for the normal displacement.

### 8.3.3 Plate Equation

We first consider the $z$-dependent terms $\left(\zeta^2 - \frac{h^2}{4}\right)$ of Eq. (8.16) integrated through the thickness

$$
\int_{-h/2}^{h/2} \left(\zeta^2 - \frac{h^2}{4}\right) \, dz = \int_{-h/2}^{h/2} \left(\zeta^2 - \frac{h^2}{4}\right) \, d\zeta
$$

$$
= \frac{h^3}{6}.
$$

Substituting Eqs. (8.17) into the integral through the thickness of Eq. (8.16) gives

$$
\sigma_{zz}\left(\frac{h}{2}\right) - \sigma_{zz}\left(-\frac{h}{2}\right) = \frac{Eh^3}{12(1 - v^2)} \nabla^4 u_z.
$$

Since the load $q(x, y)$ is assumed to be applied to the top surface in the positive $z$-direction

$$
\sigma_{zz}\left(\frac{h}{2}\right) = q(x, y) \quad \text{(a)} \quad (8.19)
$$

$$
\sigma_{zz}\left(-\frac{h}{2}\right) = 0 \quad \text{(b)} \quad (8.19)
$$

while

$$
\nabla^4 u_z = q(x, y)/D \quad \text{(a)} \quad (8.20)
$$

where

$$
D = \frac{Eh^3}{12(1 - v^2)} \quad \text{(b)} \quad (8.20)
$$

is termed the *flexural rigidity* and is roughly equivalent to $E$ times the moment of inertia of a unit width of plate, in consort with the theory of flexure where $EI$ is termed the bending or flexural rigidity.

Equation (8.20a) is widely known as the plate equation and is of the same
biharmonic form as the compatibility equations encountered in the two-dimensional elasticity formulation in Chapter 7.

Although the parallel between the plate equation and the bending of a beam of unit width is evident, Eq. (8.20a) represents more than one- or even two-directional flexure. Writing the equation in expanded form gives

$$u_{z,xxxx} + 2u_{z,xxyy} + u_{z,yyyy} = q(x,y)/D. \quad (8.21)$$

While the first and third terms on the l.h.s indeed represent flexure in the respective directions, each presumably resisting a portion of the load $q(x,y)$, the second term involves the mixed partial derivative and describes relative twisting of parallel fibers in the plate. It is this torsional resistance which differentiates a plate from a system of intersecting beams and contributes significantly to the overall rigidity of a solid plate.

The goal of the formulation, to express all displacements, strains and stresses in terms of a single displacement component $u_z$ has been achieved. Once Eq. (8.21) is solved, the remaining components of displacement are found from Eqs. (8.7) and (8.8); the in-plane strains are given by Eq. (8.9); and the stresses follow Eqs. (8.10) and (8.15).

### 8.3.4 Polar Coordinates

For a circular plate, it is expedient to use polar coordinates, Figure 7.1. Inasmuch as the “plate” equation, Eq. (8.20a), and the compatibility equation from two-dimensional elasticity, Eq. (7.18), are essentially the same biharmonic equation, we may directly use the information given in Ch. 7. We simply replace $r\phi$ with $u_z$ in Eqs. (7.30) for the general case $u_z(r, \theta)$ to get

$$\nabla^4 u_z = q(r, \theta)/D \quad (8.22)$$

and in Eq. (7.31e) for the axisymmetric case $u_z(r)$ to get

$$\nabla^4 u_z = q(r)/D \quad (8.23)$$

where the $\nabla^4( )$ operator has been transformed to polar coordinates. Of course, appropriate particular solutions will be needed for the plate problem.

### 8.4 Solutions

#### 8.4.1 Rectangular Plate

Since the theory of thin plates has an extensive specialized literature, residing for the most part outside of elasticity, we shall not pursue the analysis in depth here. However, much insight into the difficulty involved in obtaining analytical solutions may be gained by considering a rectangular plate, such as that shown in Figure 8.1, with plan dimensions $a$ along the $x$-axis and $b$
along the $y$-axis and subjected to an arbitrary distributed loading $q(x, y)$. The origin for $x$ and $y$ is set at one corner of the plate.

If the plate is simply supported, which means that the normal displacement, $u_z$, and the bending moments, $M_x$ and $M_y$, are equal to zero on the boundaries, harmonic functions in the form of a double-sine series

$$u_z = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} u_{zjk} \sin \frac{j\pi x}{a} \sin \frac{k\pi y}{b}$$

(8.24)

identically satisfy the displacement boundary conditions

$$u_z(0, y) = u_z(a, y) = u_z(x, 0) = u_z(x, b) = 0.$$  

(8.25)

Now, considering the bending moments on the boundary, they are computed from the integrals of the respective extensional stresses $\sigma_{ii}$ through the thickness, just as in the case of a beam, see Eq. (7.59b). However, for a plate, each stress is proportional to the curvatures in both coordinate directions, Eqs. (8.10 a,b).

This condition is therefore written as

$$M_x \sim u_{z,xx} + vu_{z,yy} = 0$$

(a)  

(8.26)

at $(0, y)$ and $(a, y)$ and

$$M_y \sim u_{z,yy} + vu_{z,xx} = 0$$

(b)  

(8.26)

at $(x, 0)$ and $(x, b)$. The double-sine function in Eq. (8.24) satisfies these conditions as well.

When the loading is expanded in a similar double series

$$q(x, y) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} q_{jk} \sin \frac{j\pi x}{a} \sin \frac{k\pi y}{b},$$

(8.27)

standard Fourier analysis may be used to obtain the solution for a general harmonic $jk$ [8.2],

$$u_{zjk} = \frac{q_{jk}}{D} \left\{ \frac{1}{\pi^4 \left[ \left( \frac{j}{a} \right)^2 + \left( \frac{k}{b} \right)^2 \right]^2} \right\}. $$

(8.28)

Then the complete solution for the displacement at any point $(x, y)$ is obtained by superposition from Eq. (8.22) as

$$u_z = \frac{1}{\pi^4 D} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} q_{jk} \left\{ \frac{1}{\left[ \left( \frac{j}{a} \right)^2 + \left( \frac{k}{b} \right)^2 \right]^2} \right\} \sin \frac{j\pi x}{a} \sin \frac{k\pi y}{b}. $$

(8.29)

We may verify that Eq. (8.29) is indeed the solution by performing the operations indicated on the l.h.s. of Eq. (8.21). Since the solution is formed by superimposing the individual harmonic contributions, it is sufficient to con-
sider a typical component \( \tilde{j} \tilde{k} \). Common to each term is the function

\[
F(x, y; \tilde{j}, \tilde{k}) = \frac{q_{\tilde{j} \tilde{k}}}{\pi^4 D} \left[ \frac{1}{\left( \frac{j}{a} \right)^2 + \left( \frac{k}{b} \right)^2} \right] \sin \frac{j \pi x}{a} \sin \frac{k \pi y}{b}
\]  
(8.30)

whereupon

\[
\begin{align*}
u_{z,xxxx} &= \left( \frac{j \pi}{a} \right)^4 F \\
2u_{z,xxyy} &= 2 \left( \frac{j \pi}{a} \right)^2 \left( \frac{k \pi}{b} \right)^2 F \\
u_{z,yyyy} &= \left( \frac{k \pi}{b} \right)^4 F
\end{align*}
\]

and the sum is

\[
\nabla^4 u_z = \frac{(q_{\tilde{j} \tilde{k}}/D) \sin \frac{j \pi x}{a} \sin \frac{k \pi y}{b}}{\sin \frac{n \pi x}{a} \sin \frac{n \pi y}{b}}
\]  
(8.31)

from Eq. (8.27).

It remains to examine the convergence of the series Eq. (8.29) so as to set appropriate truncation limits for \( j \) and \( k \). To illustrate, we take the example of a uniformly loaded plate with

\[
q(x, y) = q_0
\]  
(8.32)

and set about to determine the Fourier coefficients \( q_{jk} \).

Starting with Eq. (8.27)

\[
q_0 = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} q_{jk} \sin \frac{j \pi x}{a} \sin \frac{k \pi y}{b},
\]  
(8.33)

the procedure is to multiply both sides by \( \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} \), where \( m \) and \( n \) represent arbitrary harmonics, and integrate over the area:

\[
\int_0^a \int_0^b q_0 \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} \, dx \, dy
\]

\[
= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} q_{jk} \int_0^a \sin \frac{m \pi x}{a} \sin \frac{j \pi x}{a} \, dx \int_0^b \sin \frac{n \pi y}{b} \sin \frac{k \pi y}{b} \, dy.
\]  
(8.34)
For the l.h.s. of Eq. (8.34)

\[
\int_0^a \int_0^b q_0 \sin \frac{m\pi x}{a} \sin \frac{n\pi y}{b} \, dx \, dy = q_0 \frac{a}{m\pi} \left[ -\cos \frac{m\pi x}{a} \right]_0^a \frac{b}{n\pi} \left[ -\cos \frac{n\pi y}{b} \right]_0^b
\]

\[
= q_0 \frac{a}{m\pi} \left[ \cos m\pi - 1 \right] \frac{b}{n\pi} \left[ \cos n\pi - 1 \right]. \tag{8.35}
\]

If \( m \) and/or \( n \) is an even integer, the expression = 0. But, for \( m \) and \( n \) both odd,

\[
q_0 \frac{a}{m\pi} \left[ \cos m\pi - 1 \right] \frac{b}{n\pi} \left[ \cos n\pi - 1 \right] = \frac{4ab}{\pi^2 mn} q_0. \tag{8.36}
\]

Now, considering the r.h.s. of Eq. (8.34),

\[
\int_0^a \sin \frac{m\pi x}{a} \sin \frac{j\pi y}{a} \, dx = \frac{a}{2} \quad m = j
\]

\[
= 0 \quad m \neq j
\]

\[
\int_0^b \sin \frac{n\pi y}{b} \sin \frac{k\pi y}{b} \, dy = \frac{b}{2} \quad n = k
\]

\[
= 0 \quad n \neq k.
\]

Therefore, the entire summation reduces to

\[
q^{jk} \frac{ab}{4}. \tag{8.37}
\]

Replacing \( m \) and \( n \) by \( j \) and \( k \) to denote a general but specific harmonic, we have by equating Eqs. (8.36) and (8.37)

\[
q^{jk} = \frac{16}{\pi^2 jk} q_0 \tag{8.38}
\]

and the complete displacement function follows from Eq. (8.29) as

\[
u_z = \frac{16q_0}{\pi^6 D} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{jk} \left[ \frac{1}{\left( \frac{j}{a} \right)^2 + \left( \frac{k}{b} \right)^2} \right] \sin \frac{j\pi x}{a} \sin \frac{k\pi y}{b} \quad j = 1, 3, 5, \ldots
\]

\[
k = 1, 3, 5, \ldots. \tag{8.39}
\]

The series will obviously converge very rapidly since \( j \) and \( k \) are of the fifth power in the denominator. Also, it should be dominated by the first terms \( j = k = 1; j = 1, k = 3; j = 3, k = 1; \) since \( j = k = 3 \) and higher terms will carry at least \( (3)^5 \) in the denominator.

Once the displacement function is found, the various stresses are computed routinely. For the in-plane or membrane stresses, \( \sigma_{xx}, \sigma_{yy}, \sigma_{xy} \), we use Eqs. (8.10), which requires differentiating the series. For the transverse shearing
stresses, \( \sigma_{zz} \) and \( \sigma_{yz} \), Eqs. (8.11) and (8.12) respectively are integrated through the thickness.

In considering the truncation of a series such as Eq. (8.39), we must be cautious. We remember that we seek not only the displacements for the plate, but the stresses as well. We see from Eqs. (8.10) that the stresses \( \sigma_{ij} \) are given by various combinations of \( u_{z,ij} \). For example,

\[
u_{z,xx} = \frac{16 q_0}{\pi^4 D} \frac{1}{a^2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \left( \frac{j}{k} \right) \frac{1}{\left( \left( \frac{j}{a} \right)^2 + \left( \frac{k}{b} \right)^2 \right)^2} \sin j\pi \frac{x}{a} \sin k\pi \frac{y}{b}, \tag{8.40}
\]

which will converge slower than Eq. (8.39). The expressions for \( u_{z,yy} \) and \( u_{z,xy} \) are similar.

The double series is known as Navier's solution and is recognized as a great accomplishment in solid mechanics. However, if boundary conditions other than all sides simply supported are encountered or if the planform is other than rectangular or circular, the difficulty of choosing harmonic functions which identically satisfy the boundary conditions increases enormously. Therefore, numerical methods are widely applied to the analysis of plates.

### 8.4.2 Circular Plate

#### 8.4.2.1 General Solution for Axisymmetric Loading

We consider a circular plate subject to a uniform load \( q_0 \), initially without specifying boundary conditions. A plate so loaded will deform uniformly around the circumference so that the axisymmetric form of the governing equation may be considered. The solution to Eq. (8.23) may be written by analogy with Eq. (7.32) as

\[
u_z(r) = C_1 r^2 \ln r + C_2 r^2 + C_3 \ln r + C_4 + u_{zp} \tag{8.41}
\]

where \( u_{zp} \) is a particular solution. For the case of a uniform load, \( u_{zp} \) must be proportional to \( r^4 \), say \( Cr^4 \). Performing the operations indicated by Eq. (7.31e).

\[
\nabla^4(Cr^4) = \frac{1}{r} \left[ r \left( \frac{1}{r} [r(Cr^4)]_r \right)_r \right] = 64C. \tag{8.42}
\]

With \( 64C = q_0 / D \),

\[
C = \frac{q_0}{64D} \tag{8.43}
\]

and

\[
u_{zp} = \frac{q_0}{64D} r^4. \tag{8.44}
\]

A variety of support conditions and geometries may be solved with Eq. (8.41). First, it is convenient to form the first and second derivatives.
\[ u_{z,r} = C_1 r(2 \ln r + 1) + 2C_2 r + C_3 \frac{1}{r} + \frac{q_0}{16D} r^3 \]  
(8.45)

\[ u_{z,rr} = C_1 (2 \ln r + 3) + 2C_2 - C_3 \frac{1}{r^2} + \frac{3q_0}{16D} r^2. \]  
(8.46)

Next, second derivatives of \( u_z \) with respect to \( x \) and \( y \), which are contained in the simply supported boundary conditions Eqs. (8.26), are transformed into polar coordinates. We refer to Fig. 7.1 and the \( r \)-dependent portions of Eqs. (7.22):

\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial r} r \cos \theta = \frac{\partial}{\partial r} \frac{\partial}{\partial \theta} \cos \theta = \frac{\partial}{\partial r} \frac{x}{r} \cos \theta = \frac{\partial}{\partial r} \left( r - x r_\theta \right) \]  
(8.47)

from which

\[
\frac{\partial^2 u_z}{\partial x^2} = \frac{x}{r} \frac{\partial^2 u_z}{\partial r^2} + \frac{\partial u_{z,r}}{\partial r} \left( r - x r_\theta \right) \]  
(a)

\[
\frac{\partial^2 u_z}{\partial y^2} = \frac{y}{r} \frac{\partial^2 u_z}{\partial r^2} + \frac{\partial u_{z,r}}{\partial r} \left( r - y r_\theta \right). \]  
(b)

Taking \( r \) along the \( x \)-axis in Fig. 7.1, \( x = r \), \( y = 0 \), \( r_\theta = \cos \theta = 1 \) and \( r_\theta = \sin \theta = 0 \), leaving

\[
u_{z,xx} = u_{z,rr} \]  
(a)

\[
u_{z,yy} = -\frac{1}{r} u_{z,r} \]  
(b)

as the transformed derivatives.

**8.4.2.2 Solid Plate**

We consider a circular plate with outside radius \( R_0 \). Since the terms containing \( \ln r \) would be singular at \( r = 0 \), we may set \( C_1 \) and \( C_3 = 0 \) in Eq. (8.41), which leaves

\[
u_z(r) = C_2 r^2 + C_4 + \frac{q_0}{64D} r^4. \]  
(8.49)

If the plate is clamped at the boundary, we have \( u_z(R_0) = u_{z,r}(R_0) = 0 \), or

\[
u_z(R_0) = C_2 R_0^2 + C_4 + \frac{q_0}{64D} R_0^4 = 0 \]  
(a)

\[
u_{z,r}(R_0) = 2C_2 R_0 + \frac{q_0}{16D} R_0^3 = 0 \]  
(b)
from which

\[ C_2 = -\frac{q_0}{32D} R_0^2 \]  
\[ C_4 = \frac{q_0}{64D} R_0^4 \]

and

\[ u_z = \frac{q_0}{64D} \left( -2R_0^2 r^2 + R_0^4 + r^4 \right) \]
\[ = \frac{q_0}{64D} (R_0^2 - r^2). \]

If the plate is simply supported at the boundary, we have Eq. (8.50a) along with Eqs. (8.26), which are written in polar coordinates using Eqs. (8.48) as

\[ (u_z + r u_z_r)_r = 0. \]

Substituting Eqs. (8.45),

\[ 2(1 + \nu)C_2 + \frac{(3 + \nu)}{16D} q_0 R_0^2 = 0 \]

so that

\[ C_2 = -2 \frac{(3 + \nu)}{1 + \nu} \frac{q_0 R_0^2}{64D} \]  
\[ C_4 = \frac{q_0 R_0^4}{64D} \left[ \frac{2(3 + \nu)}{1 + \nu} - 1 \right] \]
\[ = \frac{q_0}{64D} \left[ \frac{5 + \nu}{1 + \nu} \right] R_0^4 \]

and then from Eq. (8.49)

\[ u_z(r) = \frac{q_0}{64D} (R_0^2 - r^2) \left\{ \frac{5 + \nu}{1 + \nu} R_0^2 - r^2 \right\}. \]

**8.4.2.3 Annular Plate**

We may also consider an annular plate with planform as shown in Fig. 7.2(a), but subjected to a *transverse* uniform loading $q$. We again consider the clamped boundary condition corresponding to

\[ u_z(R_0) = u_{z,r}(R_0) = 0 \]
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at the outer ring and

\[ u_z(R_1) = u_{z,r}(R_1) = 0 \]  \hspace{1cm} (8.58)

on the inner ring. Since the singularity as \( r \to 0 \) is not an issue, we retain \( C_1 \) and \( C_3 \) and evaluate from Eqs. (8.41) and (8.45a):

\[ C_1 R_0^2 \ln R_0 + C_2 R_0^2 + C_3 \ln R_0 + C_4 + \frac{q_0}{64D} R_0^4 = 0 \]  \hspace{1cm} (a)

\[ C_1 R_0 (2 \ln R_0 + 1) + 2C_2 R_0 + \frac{C_3}{R_0} + \frac{q_0}{16D} R_0^3 = 0 \]  \hspace{1cm} (b)

\[ C_1 R_1^2 \ln R_1 + C_2 R_1^2 + C_3 \ln R_1 + C_4 + \frac{q_0}{64D} R_1^4 = 0 \]  \hspace{1cm} (c)

\[ C_1 R_1 (2 \ln R_1 + 1) + 2C_2 R_1 + \frac{C_3}{R_1} + \frac{q_0}{16D} R_1^3 = 0. \]  \hspace{1cm} (d)

The equations are best solved using numerical values for \( R_0 \) and \( R_1 \), whereupon the determined constants are used in Eq. (8.41) and subsequent calculations.

8.4.2.4 Stresses

After the appropriate boundary conditions are applied and the constants determined, the complete displacement function and derivatives are available from Eqs. (8.41), (8.44) and (8.45). Returning to the stresses for the axisymmetric case, \( \sigma_{xx} \) and \( \sigma_{yy} \) in Eqs. (8.10 a,b) become \( \sigma_{rr} \) and \( \sigma_{\theta\theta} \). Substituting Eqs. (8.48) for the curvatures gives

\[ \sigma_{rr} = -\frac{\zeta E}{1 - \nu^2} \left( u_{z,rr} + \frac{\nu}{r} u_{z,r} \right) \]  \hspace{1cm} (a)

\[ \sigma_{\theta\theta} = -\frac{\zeta E}{1 - \nu^2} \frac{1}{r} (u_{z,r} + \nu u_{z,rr}). \]  \hspace{1cm} (b)

The evaluation of the stresses, in particular the maximum value through the thickness at \( \zeta = \pm \frac{h}{2} \), may proceed routinely.

8.5 Commentary

It should also be mentioned that more refined theories of plates, between the elementary theory presented here and a three-dimensional elasticity solution, are available. Most prominent is a theory which relaxes part of Assumption (2). In effect, the line \( mn \) remains straight but not necessarily normal to the deformed middle surface. This negates Eq. (8.4) and gives independent rota-
tions \( \omega_{yz} \) and \( \omega_{xz} \) in addition to \( u_z(x,y) \). The difference between the two deformation fields are due to transverse shearing strains. Although these differences are seldom significant in magnitude, the inclusion of these deformations often facilitates numerically based solutions [8.2].

Exercises

8.1 Consider a thin plate having the elliptical planform shown in Fig. 6.7(a). Following the strategy used for the torsion problem, the solution is assumed proportional to the equation of the boundary [8.1]

\[
u_z = C \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right)^2.
\]

(a) Show that this solution satisfies the clamped boundary conditions.
(b) For a uniform load, \( q_0 \), compute the constant \( C \).
(c) Evaluate the maximum displacement.

8.2 Consider the solution for a simply supported plate, Eq. (8.39), and particularly the displacement at the center of the plate.
(a) Compare the values after 1, 3 and 5 terms.
(b) Repeat the computation for the stress \( \sigma_{xx} \) at the center.

8.3 Consider a clamped solid circular plate of radius \( R_0 \) with a “sand heap” loading

\[
q(z) = q_0(R - R_0)
\]

and determine the deflection function.

8.4 Consider the solutions for the solid plate with both clamped and simply supported boundary conditions.
(a) Why are the values of \( \sigma_r \) and \( \sigma_{\theta\theta} \) equal at \( r = 0 \) in each case?
(b) Evaluate \( \sigma_r(0) \) for the two boundary conditions. How does this compare to the difference between a clamped and simply supported beam if \( v = 0.3 \)?
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CHAPTER 9

Time-Dependent Effects

9.1 Introduction

The strains in an elastic body may be computed from a specified displacement field using the equations of compatibility, regardless of whether the displacements arise from static or dynamic excitation. The corresponding stresses and, indeed, the displacements themselves may be dependent on the rate characteristics of the loading function. Therefore, the time derivatives of the displacements, i.e., velocities and accelerations, enter into these equations.

It is often convenient to separate the response of a linear system into a product of the effects of the system and the effects of the load. This concept is useful in static cases and is usually based on identifying the Green's function for the system, the response (displacement, strain, stress) due to the application of a unit load, and integrating that function over a specified load range to evaluate the corresponding total response. For example, Eqs. 7.93 with \( P = 1 \) would be Green's functions for a vertical load on a semi-infinite plate.

In the case of dynamic excitation, two important system characteristics are the natural frequencies or their inverse, the periods of vibration, and the corresponding mode shapes. Once these are found by considering the homogeneous part of the governing differential equation, the response to a forcing function may be readily obtained as a particular solution. Also, even if the loading is not specified, these system characteristics are useful for classification. For example, structures are said to be stiff or flexible based on the relative natural frequencies. A related characteristic, which is dependent only on the material properties, is the velocity at which an elastic wave propagates through a medium or a body. Again, this value leads to useful comparative classifications of media and materials.

In dynamic response computations, damping is very important. Damping represents internal energy dissipation and may be dependent on the displacement, the velocity or other rate quantities. In effect, damping is a quantity which is considered at the macro level of linear elasticity but which really represents micro-level molecular processes. Obviously, there are a variety of models which attempt to depict physical reality.
In this chapter, the field equations of linear elasticity will be generalized to include rate-dependent terms. We will first focus on the propagation of waves through the medium and then describe the motion of the particles comprising the medium.

9.2 Vibrations in an Infinite Elastic Medium

9.2.1 Equilibrium Equations

We begin with the Lamé equations (5.7) and consider the body forces to be the inertial forces corresponding to the acceleration, by D'Alembert's principle. Thus, we have

\[ \mu u_{j,ii} + (\lambda + \mu)u_{i,j} - \rho \ddot{u}_j = 0 \]  

(9.1)

where \( \ddot{u} \) indicates \( \frac{\partial \ddot{u}}{\partial t} \) and \( t \) is the time variable.

Initially, we are not concerned with boundary conditions on \( u_i \) since the medium is assumed to be infinite. We follow the treatment of Filonenko-Borodich [9.1] in explicit notation and generalize to the indicial form when convenient.

9.2.2 Longitudinal Vibrations

We refer to a Cartesian coordinate system and consider time-dependent displacements along one axis, say the \( x \)-axis in Figure 9.1. For the moment, we do not dwell on the source of the motion but only the response. The displacement field is

\[ u_x = u_x(x, t) \]  

(a)

\[ u_y = 0 \]  

(b) (9.2)

\[ u_z = 0. \]  

(c)

Considering the plane \( L \) parallel to the \( y-z \) plane at a distance \( x_0 \) from the origin, it will assume a position \( x = x_0 + u_x(x_0, t) \) at any time \( t > 0 \) during the motion.

If excitations along the \( x \)-axis are present, the plane will travel back and forth along the axis. Other planes initially parallel to \( L \) will move in a like manner. While the planes will remain parallel, the distance between any two will alternately increase and decrease, creating a state of uniform longitudinal vibration. Two planes initially at \( x = x_0 \) and \( x = x_1 \) will be separated by a distance

\[ d(x_0, x_1, t) = [x_1 + u_x(x_1, t)] - [x_0 + u_x(x_0, t)] \]

\[ = x_1 - x_0 + u_x(x_1, t) - u_x(x_0, t) \]  

(9.3)

at any time \( t \).
For this case, Eqs. (9.1) with \( i = x, y, z \) become

\[
\mu u_{x,xx} + (\lambda + \mu)u_{x,xx} - \rho \ddot{u}_x = 0 \tag{9.4}
\]

since the motion is uniform and only a function of \( x \). Equation (9.4) may be written as

\[
\ddot{u}_x = c_p^2 u_{x,xx} \tag{a} \tag{9.5}
\]

where

\[
c_p = \sqrt{\frac{\lambda + 2\mu}{\rho} = \sqrt{\frac{E(1-v)}{\rho(1+v)(1-2v)}}} \tag{b} \tag{9.5}
\]

which is known as the one-dimensional wave equation.

Thus, longitudinal vibrations described by Eqs. (9.2) are possible if \( u_x(x,t) \) satisfies Eq. (9.5a). The parameter \( c_p \) will be interpreted later. Since the waves generated oscillate along the axis producing extension and contraction, they are dilation waves, usually called \( P \) (for pressure) waves.

The preceding equation may be derived from another approach. The condition of no rotation,

\[
\omega_{ij} = \frac{1}{2}(u_{i,j} - u_{j,i}) = 0, \tag{9.6}
\]

from Eq. (3.32) is satisfied by defining a potential function \( \Phi \) such that

\[
u_i = \Phi_{,i} \tag{a} \tag{9.7}
\]
from which
\[ u_{i,i} = \Phi_{,ii}. \]  
Then Eq. (9.1) becomes
\[ \mu \Phi_{,iii} + (\lambda + \mu) \Phi_{,iij} - \rho \ddot{u}_j = 0. \]  
Using Eq. (9.7b) to replace \( \Phi_{,j} \), we get
\[ (\lambda + 2\mu)u_{j,ii} - \rho \ddot{u}_j = 0 \]  
or
\[ (\lambda + 2\mu)\nabla^2 u_j - \rho \ddot{u}_j = 0, \]
which reduces to Eq. (9.5a) for the one directional motion described by Eq. (9.2). Thus, the specialization which produces \( P \) waves is known as irrotational wave propagation.

Also, the form of Eq. (9.10) is more general, in that the motion need not be completely uniform throughout the medium so long as it is irrotational.

### 9.2.3 Transverse Vibrations

Now we choose a displacement field normal to the x-axis, say in the z-direction,
\[ u_x = 0 \]  
\[ u_y = 0 \]  
\[ u_z = u_z(x,t), \]
In this case the plane \( L \) and all parallel planes will move perpendicular to the x-axis. All points on \( L \) move the same distance \( u_z \), but the planes move relative to one another in the z-direction, setting up a state of uniform transverse vibrations.

Equation (9.1) reduces to
\[ \mu u_{z,xx} - \rho \ddot{u}_z = 0 \]  
since the motion is still only a function of \( x \), or
\[ \ddot{u}_z = c_s^2 u_{z,xx} \]  
where
\[ c_s = \sqrt{\frac{\mu}{\rho}} \sqrt{\frac{E}{2\rho(1 + \nu)}}, \]

Thus, transverse vibrations described by Eqs. (9.11) may occur if \( u_z(x,t) \) satisfies Eq. (9.13a). Again the parameter \( c_s \) will be interpreted later. The
waves produced are known as shear or S waves since they produce transverse motion but no extensional deformation.

We may also derive the preceding equations by noting that the transverse vibrations cause no volume change. From Eq. (3.41), the dilation

\[ \Delta = \epsilon_{ii} = u_{i,i} = 0, \]  

(9.14)

Setting \( u_{i,i} = 0 \) in Eq. (9.1) gives

\[ \mu u_{j,ii} - \rho \ddot{u}_j = 0 \]

(a) (9.15)

or

\[ \mu \nabla^2 u_j - \rho \ddot{u}_j = 0, \]

(b) (9.15)

which reduces to Eq. (9.12) for the motion described by Eq. (9.11). Therefore, the specialization which produces S waves is known as incompressible wave propagation.

It should also be noted that an identical solution could have been constructed for the displacement in the \( y \) direction, i.e., \( u_y = u_y(x, t) \), so that two orthogonal sets of shear waves, \( SH \) and \( SV \) waves, may be generated.

Again, the form of Eqs. (9.15) is more general than the reduced Eq. (9.12).

### 9.2.4 Harmonic Vibrations

#### 9.2.4.1 Longitudinal Motion

We now consider a sinusoidal form for the function \( u_x \) in Eq. (9.2a)

\[ u_x(x, t) = A \sin 2\pi \left( \frac{x}{l_p} - \frac{t}{T_p} \right). \]

(9.16)

The normalizing terms \( l_p \) and \( T_p \) will be interpreted later. Equation (9.16) is substituted into Eq. (9.5a) to get

\[ \frac{1}{T_p^2} = \frac{c_p^2}{l_p^2}. \]

(9.17)

Therefore, the conditions on \( l_p \) and \( T_p \) to produce the motion described by Eq. (9.16) are

\[ \frac{l_p}{T_p} = c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}}. \]

(9.18)

The amplitude of the vibration, \( A \), is arbitrary.

This motion is represented by the trace of the planes such as \( L \) on the \( x-z \) plane in Figure 9.2. The term \( T_p \) in Eq. (9.16) is called the period of the traveling waves. For a point at \( x = \bar{x} \), which represents all points on a single plane, the displacement \( u_x(\bar{x}, t) \) evaluated at a specific time \( \bar{t} \) is

\[ u_x(\bar{x}, \bar{t}) = A \left[ \sin \left( 2\pi \frac{\bar{x}}{l_p} \right) \cos \left( 2\pi \frac{\bar{t}}{T_p} \right) - \cos \left( 2\pi \frac{\bar{x}}{l_p} \right) \sin \left( 2\pi \frac{\bar{t}}{T_p} \right) \right] \]

(9.19)
while at a time $t + T_p$

$$u_x(x, t) = A \left[ \sin \left( 2\pi \frac{x}{l_p} \right) \cos \left( 2\pi \frac{t}{T_p} \right) - \cos \left( 2\pi \frac{x}{l_p} \right) \sin \left( 2\pi \frac{t}{T_p} \right) \right]$$

$$= A \left[ \sin \left( 2\pi \frac{x}{l_p} \right) \cos \left( 2\pi + 2\pi \frac{t}{T_p} \right) - \cos \left( 2\pi \frac{x}{l_p} \right) \sin \left( 2\pi + 2\pi \frac{t}{T_p} \right) \right]$$

$$= u_x(x, t)$$

(9.20)

since $\cos(2\pi + t) = \cos t$ and $\sin(2\pi + t) = \sin t$. The same would be true at $t = t + 2T_p$, or $t = t + nT_p$, where $n$ is an integer. Thus, the motion is repeated after a duration of $T_p$.

To interpret parameter $l_p$, we consider the axial strain Eq. (3.15a)

$$\varepsilon_{xx}(x, t) = u_{x,x} = A \frac{2\pi}{l_p} \cos 2\pi \left( \frac{x}{l_p} - \frac{t}{T_p} \right).$$

(9.21)

At an instant in time $t = \bar{t}$, we consider a representative sampling of planes which were equally spaced when the system was at rest. It may be shown that at $t = \bar{t}$, a plane located at $x + l_p$ has the same strain as the plane at $x$, i.e.,

$$\varepsilon_{xx}(x + l_p, \bar{t}) = \varepsilon_{xx}(x, \bar{t}),$$

(a) (9.22)

or, in general,

$$\varepsilon_{xx}(x + nl_p, \bar{t}) = \varepsilon_{xx}(x, \bar{t}).$$

(b) (9.22)

The relationship between equally strained planes is shown in Figure 9.2. The separation $l_p$ is known as the wave length. The maximum contraction
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strain is in the region where the planes are most dense while the maximum extension is in the least dense region. Referring to Eq. (9.21), these maxima occur when

$$\cos 2\pi \left( \frac{x}{l_p} - \frac{t}{T_p} \right) = \pm 1 \quad (a) \quad (9.23)$$

or

$$\frac{x}{l_p} - \frac{t}{T_p} = \pm \frac{n}{2} \quad (b) \quad (9.23)$$

where \( n \) is an integer.

Also, Eq. (9.23b) indicates that the coordinates of these points of extreme strain \( x = x_e \) move linearly in time with a velocity

$$\dot{x}_e = \frac{l_p}{T_p}. \quad (9.24)$$

But, from Eq. (9.18),

$$\frac{l_p}{T_p} = c_p = \sqrt{\frac{\lambda + 2\mu}{\rho}} \quad (9.25)$$

so that the parameter \( c_p \) encountered originally in Eqs. (9.5) has finally been identified as the velocity of propagation of the pressure waves produced by longitudinal vibrations.

An important application is for sonic vibrations and the associated strains, which occur in the range \( \frac{1}{16} \text{ sec} > T_p > 2 \times 10^{-5} \text{ sec} \) [9.1]. Such waves propagate through an infinite medium with a velocity dependent on the material properties \( \lambda, \mu \) and \( \rho \) which enter into Eq. (9.25).

Some closely related applications in the strength of materials are the longitudinal vibration of a bar and longitudinal wave motion in a fluid column.

9.2.4.2 Transverse Motion

If we assume an analogous sinusoidal form for \( u_z \) in Eq. (9.11c)

$$u_z = B \sin 2\pi \left( \frac{x}{l_s} - \frac{t}{T_S} \right) \quad (9.26)$$

we describe the transverse vibration of the waves for which the traces are shown in Figure 9.3. The wavelength is \( l_s \) and the velocity of propagation is

$$c_s = \frac{\mu}{\sqrt{\rho}} \quad (9.27)$$

which is smaller than \( c_p \). Here, we have a shear strain computed from Eq. (3.15e) as
The shear strain propagates with the same velocity $c_S$.

In the strength of materials, the transverse vibration of a shear beam is described by the response to waves propagating with velocity $c_S$.

To compare the longitudinal and transverse motions, we form the ratio

$$\frac{c_S}{c_p} = \sqrt{\frac{\mu}{\lambda + 2\mu}}. \quad (9.29)$$

Both $\mu$ and $\lambda$ may be expressed in terms of Poisson’s ratio $\nu$ and Young’s modulus $E$ through Eqs. (4.24a and b). Then,

$$\frac{c_S}{c_p} = \sqrt{\frac{1 - 2\nu}{2 - 2\nu}}. \quad (9.30)$$

For $\nu = \frac{1}{3}$,

$$\frac{c_S}{c_p} = \frac{1}{2}.$$

While the velocities $c_p$ and $c_S$ are very large, on the order of 5 km/sec through metal [9.1], the difference in velocities can often be distinguished and the $P$ and $S$ waves thus identified. In Figure 9.4 a seismogram which records the period wave motion is shown [9.2]. The marked record is an earthquake in Alaska recorded in California. The peaks corresponding to the
Fig. 9.4. Seismogram from a long-period seismograph showing the vertical component of elastic wave motion recorded at Oroville, California, during part of one day. The third trace from the bottom is from a magnitude-5 earthquake in Alaska. The time between breaks in the trace is 1 min. Bruce A. Bolt, "Elastic Waves in the Vicinity of the Earthquake Source," in *Earthquake Engineering*, Robert Weigel, ed., © 1970, p. 5. Reprinted by permission of Prentice Hall, Englewood Cliffs, New Jersey.

faster-moving $P$ waves followed by the slower $S$ waves are shown, along with peaks due to another even slower moving type of wave, the $L$ or Love waves which are caused by surface effects.

Again we note the possibility of a second orthogonal set of $S$ waves acting in the $x$-$y$ plane and the multidirectional forms of the wave propagation equations, Eqs. (9.10) and (9.15). However, in any case the velocity of propagation remains a constant dependent only on the properties of the medium. The differences in velocity between the $P$ waves and $S$ waves is used in many geophysical techniques.

## 9.3 Free Vibration

### 9.3.1 Equations of Motion

Vibration of elastic bodies is very important in practical engineering and is most often applied to specialized structural forms such as beams and plates. However, the governing equations can be developed to a certain extent within the present context of elasticity.

While the previous sections have focused on the propagation of waves through a medium, we now focus on the motion of particles within the medium. Again, the source of the motion is not germane at this point. We simply assume that the body is vibrating in a normal mode, which means that all particles are moving synchronously and pass through the zero or rest position simultaneously [9.3]. The deformation may be visualized as a series of independently vibrating orthogonal modes, such as sine or cosine curves, which may be superposed to approximate a more complicated motion. This is, of course, the physical interpretation of a Fourier series and is the basis of one of the most powerful analytical tools in mathematical physics, harmonic analysis.
Referring to Eq. (9.1), the displacement is taken as the product of a function, \( A_j \), of the spatial coordinates \( x_j \) and a function, \( f \), of the time coordinate \( t \), i.e.,

\[
U_j(x_j, t) = A_j(x_j)f(t).
\]

(9.31)

Substituting into Eq. (9.1) gives

\[
\mu \left[ A_{j,ii} + \left( \frac{\lambda + \mu}{\mu} \right) A_{i,ij} \right] f = \rho A_j \ddot{f}
\]

(9.32)

or

\[
\frac{\mu}{A_j} \left[ A_{j,ii} + \left( \frac{\lambda + \mu}{\mu} \right) A_{i,ij} \right] = \rho \ddot{f}.
\]

(9.33)

With the l.h.s. being a function of \( x_j \) and the r.h.s. being a function of \( t \), \( \ddot{f} \) is at most a constant, i.e.,

\[
\frac{\ddot{f}}{f} = -\omega^2.
\]

(9.34)

Thus,

\[
f = C \cos \omega t + D \sin \omega t
\]

(9.35)

but since the time origin is arbitrary, we may take

\[
f = D \sin \omega t.
\]

(9.36)

Then, the equilibrium equation (9.1) becomes, in view of Eq. (9.34),

\[
\mu \left[ u_{j,ii} + \left( \frac{\lambda + \mu}{\mu} \right) u_{i,ij} + \rho \frac{\omega^2 u_j}{\mu} \right] = 0
\]

(9.37)

or by comparing Equations (5.1) and (5.7) and reintroducing the stress tensor, we can write Eq. (9.37) as

\[
\sigma_{ij,i} + \rho \omega^2 u_j = 0.
\]

(9.38)

Equation (9.38) may also be stated in terms of the engineering constants \( G \) and \( \nu \) using Eqs. (4.24) as

\[
u_{j,ii} + \frac{1}{1 - 2\nu} u_{i,ij} + \frac{\rho}{G} \omega^2 u_j = 0.
\]

(9.39)

For a set of boundary conditions prescribed on the surface of the body, Eqs. (9.38) or (9.39) may be satisfied only for certain values of \( \omega \) which are called characteristic or eigenvalues. The corresponding \( u_j \) are the eigenvectors.

Eigenvalue problems were encountered in the solution for principal stresses in Chapter 2. Within the context of our general treatment, we may proceed with a general proof of the orthogonality condition, which is an important component to this analysis.
9.3.2 Orthogonality Conditions

We seek to derive certain conditions on the solutions of Eqs. (9.39). We select two such solutions, say $u^{(1)}$ and $u^{(2)}$ and first specialize the equation for $u^{(1)}$:

$$u^{(1)}_{,ii} + \frac{1}{1 - 2v} u^{(1)}_{,i} + \frac{\rho}{G} \omega^2 u^{(1)} = 0 \quad (9.40)$$

or in terms of the stresses, as given by Eq. (9.38),

$$\sigma^{(1)}_{ij,j} + \rho \omega^2 u^{(1)} = 0. \quad (9.41)$$

We multiply Eq. (9.41) by $u^{(2)}$ and integrate over the volume to get

$$\int_V u^{(2)} \sigma^{(1)}_{ij,j} dV = - \rho \omega^2 \int_V u^{(2)} u^{(1)} dV. \quad (9.42)$$

Next, we expand the l.h.s. using integration by parts [9.4] as

$$\int_V u^{(2)} \sigma^{(1)}_{ij,j} dV = \int_A u^{(2)} \sigma^{(1)}_{ij} n_i dA - \int_V u^{(2)} \sigma^{(1)}_{ij} dV. \quad (9.43)$$

The first term on the r.h.s. of Eq. (9.43) is written in terms of the traction $T_j$ as

$$\int_A u^{(2)} \sigma^{(1)}_{ij} n_i dA = \int_A u^{(2)} T^{(1)} dA \quad (9.44)$$

using Eq. (2.11). The second term may be manipulated into a form that is symmetric in (1) and (2) by first rearranging the integrand as

$$u^{(2)} \sigma^{(1)}_{ij} = \frac{1}{2} \sigma^{(1)}_{ij} (u^{(2)}_{,j} + u^{(1)}_{,j}) \quad (9.45)$$

recognizing the summation convention.

Continuing,

$$\frac{1}{2} \sigma^{(1)}_{ij} (u^{(2)}_{,j} + u^{(1)}_{,j}) = \varepsilon^{(2)} \sigma^{(1)} \quad (9.46a)$$

We use the constitutive law, Eq. (4.30) to replace $\varepsilon^{(2)} \sigma^{(1)}$ and produce

$$\varepsilon^{(2)} \sigma^{(1)} = \frac{1}{E} [(1 + v) \sigma^{(2)}_{ij} \sigma^{(1)} - v \delta_{ij} \sigma^{(2)}_{kk} \sigma^{(1)}]$$

$$= \frac{1}{E} [(1 + v) \sigma^{(2)}_{ij} \sigma^{(1)} - v \sigma^{(2)}_{kk} \sigma^{(1)}] \quad (9.46b)$$

Obviously, Eq. (9.46b) is symmetric.

Finally using Eqs. (9.44) and (9.46), Eq. (9.42) becomes

$$\int_A u^{(2)} T^{(1)} dA - \int_V \frac{1}{E} [(1 + v) \sigma^{(1)}_{ij} \sigma^{(2)} - v \sigma^{(2)}_{kk} \sigma^{(1)}] dV$$

$$= - \rho \omega^2 \int_V u^{(2)} u^{(1)} dV \quad (9.47)$$

If the calculations on Eq. (9.39) are repeated for $u^{(2)}$, the resulting equation
will be identical to Eq. (9.47) with the indices 1 and 2 interchanged. Then subtracting the two equations, we find
\[
\int_A (u_j^{(2)}T_j^{(1)} - u_j^{(1)}T_j^{(2)})\,dA = -\rho(\omega_1^2 - \omega_2^2) \int_V u_j^{(2)}u_j^{(1)}\,dV \tag{9.48}
\]
recognizing the symmetry. We refer to Betti's Law, in integral form [9.5], which is to be discussed in Sect. 10.5.4, to set the l.h.s. = 0, whereupon
\[
-\rho(\omega_1^2 - \omega_2^2) \int_V u_j^{(2)}u_j^{(1)}\,dV = 0 \tag{9.49}
\]
Since \(\omega_1\) and \(\omega_2\) are presumed to be different,
\[
\int_V u_j^{(2)}u_j^{(1)}\,dV = 0 \tag{9.50}
\]
is the statement of orthogonality.

9.3.3 Rayleigh's Quotient

It is often useful to rewrite Eq. (9.39) in a form in which \(\omega^2\) is expressed explicitly. Taking the first two terms in operator form
\[
u_{j,jj} + \frac{1}{1 - 2\nu}u_{i,j} = L_j(u_j), \tag{9.51}
\]
we have
\[
L_j(u_j) = -\frac{\rho}{G}\omega^2u_j. \tag{9.52}
\]
We multiply by \(u_j\) and integrate to get
\[
\omega^2 = -\frac{G}{\rho} \int_V u_jL_j(u_j)\,dV, \tag{9.53}
\]
which is called Rayleigh's quotient [9.3].

This form allows the mode shapes to be approximated in the manner of the Rayleigh-Ritz method, Section 10.7.2. So long as the assumed functions satisfy the boundary conditions, good approximations for the eigenvalues, which are the natural frequencies of the system, may be obtained.

9.3.4 Axial Vibration of a Bar

As an elementary example, we consider a slender bar of length \(H\) which is oriented along the \(x\)-axis in Fig. 9.1 and which vibrates in an axial mode as discussed in Sec. 9.2.2.
In accordance with the elementary theory, we neglect the transverse displacements $u_y$ and $u_z$. Then Eq. (9.37) becomes

$$\lambda + 2\mu)u_{x,xx} + \rho \omega^2 u_x = 0$$

(9.54)

in the manner of Eq. (9.4). Equation (9.54) is written compactly as

$$u_{x,xx} - \frac{\omega^2}{c_p^2} u_x = 0$$

(9.55)

following Eq. (9.5). Also, the assumption of one-dimensional motion implies that Poisson’s ratio $\nu = 0$ so that

$$c_p = c_{p1} = \sqrt{\frac{E}{\rho}}.$$  

(9.56)

The spatial solution is taken as

$$u_x(x) = A \sin \frac{\omega}{c_{p1}}x + B \cos \frac{\omega}{c_{p1}}x.$$  

(9.57)

Now the boundary conditions on the bar must be considered to evaluate $\omega$. For a bar that is free to displace at both ends, the displacement oscillates between $+u_x$ and $-u_x$ at each end. Since the stress-free condition implies that the axial strain is zero, $u_{x,x} = 0$. Thus, we have

$$u_{x,x}(0,t) = u_{x,x}(H,t) = 0.$$  

(9.58)

From Eq. (9.57),

$$u_{x,x} = \frac{\omega}{c_{p1}} \left[ A \cos \frac{\omega}{c_{p1}}x - B \sin \frac{\omega}{c_{p1}}x \right]$$

(9.59)

so that, for a nontrivial solution, we have $A = 0$ and $B \neq 0$ if

$$\sin \frac{\omega}{c_{p1}}H = 0.$$  

(9.60)

Equation (9.60) is a transcendental equation which is typical of eigenvalue problems. It is satisfied when

$$\frac{\omega}{c_{p1}}H = n\pi$$

(9.61a)

or

$$\omega = \frac{n\pi}{H} c_{p1}$$

$$= \frac{n\pi}{H} \sqrt{\frac{E}{\rho}}.$$  

(9.61b)
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This result is identical to that obtained from the specialized formulation for a one-dimensional bar [9.5].

The complete solution is found by substituting $\omega$ into Eqs. (9.57) and (9.35) and then recombining these equations into Eq. (9.31). Thus,

$$u_x(x) = B \cos \frac{n\pi}{H} x$$  \hspace{1cm} (9.62)

$$f(t) = C \cos \omega t + D \sin \omega t$$  \hspace{1cm} (9.63)

and

$$u_{xn} = \cos \frac{n\pi}{H} x(C_n \cos \omega_n t + D_n \sin \omega_n t).$$  \hspace{1cm} (9.64)

In the last equation, the constants have been combined and the solution specified for a harmonic $n$.

Free vibration and the propagation of elastic waves discussed in the preceding sections may be initiated by a specified displacement or velocity distribution at $t = 0$. This distribution may be in the form of a single harmonic, i.e., proportional to $\cos \frac{n\pi}{H} x$ or $\sin \frac{n\pi}{H} x$, or may be a more general pattern requiring several terms of the form of Eq. (9.64) to describe. Thus, the complete solution is

$$u_x = \sum_{n=1,2}^{\infty} \cos \frac{n\pi}{H} x(C_n \cos \omega_n t + D_n \sin \omega_n t).$$  \hspace{1cm} (9.65)

Correspondingly, the initial conditions are specified in terms of a similar Fourier series and the constants $C_n$ and $D_n$ are evaluated harmonic by harmonic, using the orthogonality property discussed in Sec. 9.3.2.

Additional details on the vibration of prismatic bars with various boundary conditions are presented in Jacobsen and Ayre [9.5].

9.4 Uniform Rotation of a Beam

9.4.1 Equilibrium Equations

We consider a beam with an arbitrary cross section, as shown Fig. 9.5, which rotates about the $x$-axis with a constant angular velocity $\Omega$. The cross-sectional $x$ and $y$ are chosen to be principal axes in order to preclude torsion due to asymmetric body forces. The beam is subjected to extension along the $z$-axis and bending in the $y$-$z$ plane and is essentially a combination of the problems discussed in Sections 6.2 and 6.3.

This model represents an idealized turbine blade, which is of great practical interest. The self-weight of the member is neglected, as well as the time-
dependent effects in the transient phase while the blade is brought up to speed. Essentially, each point in the member is subjected to a centrifugal acceleration $R\Omega^2e_z$ where $R(y,z)$ is the projection of the position vector emanating from the origin onto the $y$-$z$ plane. The components of the inertial force are

$$f_y = \rho R\Omega^2(y/R) = \rho\Omega^2y$$  \hspace{1cm} (a) \\
and $$f_z = \rho R\Omega^2(z/R) = \rho\Omega^2z$$  \hspace{1cm} (b)

respectively and Eqs (2.46) for $(x, y, z)$ become

$$\sigma_{xx,x} + \sigma_{yx,y} + \sigma_{zx,z} = 0$$  \hspace{1cm} (a) \\
$$\sigma_{xy,x} + \sigma_{yy,y} + \sigma_{zx,z} + \rho\Omega^2y = 0$$  \hspace{1cm} (b) (9.67) \\
$$\sigma_{xz,x} + \sigma_{yz,y} + \sigma_{zz,z} + \rho\Omega^2z = 0.$$  \hspace{1cm} (c)

### 9.4.2 Boundary Conditions

All lateral boundaries and the end $z = L$ are presumed to be traction-free. For the lateral boundaries, we write the components of the traction from Eq. (2.44) as

$$T_x = \sigma_{xx}n_x + \sigma_{yx}n_y = 0$$  \hspace{1cm} (a) \\
$$T_y = \sigma_{xy}n_x + \sigma_{yy}n_y = 0$$  \hspace{1cm} (b) (9.68) \\
$$T_z = \sigma_{xz}n_x + \sigma_{yz}n_y = 0.$$  \hspace{1cm} (c)

For the end $z = L$,

$$\sigma_{xx} = \sigma_{yy} = \sigma_{zz} = 0.$$  \hspace{1cm} (9.69)
9.4.3 Semi-Inverse Solution

Employing the semi-inverse method of St. Venant, which has been discussed in Section 5.7 and used extensively in Chapter 6, Stephen and Wang [9.6] stated the following assumptions:

(a) Shearing stresses and strains in the z direction are zero:

\[ \sigma_{xz} = \sigma_{yz} = \varepsilon_{xz} = \varepsilon_{yz} = 0. \]  

(b) Planar stresses and strains are independent of z:

\[ \sigma_{xx}, \sigma_{xy}, \sigma_{yy} \quad \text{and} \quad \varepsilon_{xy} \neq f(z). \]  

(c) Longitudinal strain taken in the form

\[ \varepsilon_{zz} = \varepsilon_0 + \frac{1}{2} \rho \Omega^2 (L^2 - z^2) - \kappa_0 x - \kappa_0' y + \varepsilon_1 (x^2 + y^2) \]  

where \( \varepsilon_0, \varepsilon_1, \kappa_0 \) and \( \kappa_0' \) are constants to be determined. In Eq. (9.72) the first two terms are similar to those found in the solution for the extension problem in Section 6.2, Eq. (6.5c), but one degree higher since the loading here is linear in z rather than constant. Similarly, the last term represents the distortion of the cross section into a paraboloid of revolution as described by Eq. (6.19c). The third and fourth terms are associated with bending since they are linear in the cross-sectional coordinates.

With these assumptions, the equilibrium equations (9.67) reduce to

\[ \sigma_{xx,x} + \sigma_{yx,y} = 0 \]  

(a)

\[ \sigma_{xy,x} + \sigma_{yy,y} + \rho \Omega^2 y = 0 \]  

(b) (9.73)

\[ \sigma_{zz,z} + \rho \Omega^2 z = 0 \]  

(c)

and the St. Venant compatibility equations, Eqs. (3.59), for \((x,y,z)\) become

\[ \varepsilon_{xx,yy} + \varepsilon_{yy,xx} = 2 \varepsilon_{xy,xy} \]  

(a)

\[ \varepsilon_{yy,zz} + \varepsilon_{zz,yy} = 0 \]  

(b)

\[ \varepsilon_{zz,xx} + \varepsilon_{xx,zz} = 0 \]  

(c) (9.74)

\[ \varepsilon_{xx,yz} = 0 \]  

(d)

\[ \varepsilon_{yy,xz} = 0 \]  

(e)

\[ \varepsilon_{zz,xy} = 0. \]  

(f)

Note that Eq. (9.72) satisfies Eq. (9.74f).

A stress function \( \phi(x,y) \) such that

\[ \sigma_{xx} = \phi_{yy} \]  

(a)

\[ \sigma_{xy} = -\phi_{xy} \]  

(b) (9.75)

\[ \sigma_{yy} = \phi_{xx} - \frac{1}{2} \rho \Omega^2 y^2 \]  

(c)
satisfies the equilibrium equations Eq. (9.73a,b).

We now consider Hooke's law specialized from the first three of Eqs. (4.29b):

\[
\begin{align*}
\varepsilon_{xx} & = (1/E)\sigma_{xx} - (v/E)(\sigma_{yy} + \sigma_{zz}) \\
\varepsilon_{yy} & = (1/E)\sigma_{yy} - (v/E)(\sigma_{xx} + \sigma_{zz}) \\
\varepsilon_{zz} & = (1/E)\sigma_{zz} - (v/E)(\sigma_{xx} + \sigma_{yy}).
\end{align*}
\]

The first two equations are differentiated with respect to \( z \), recalling Eqs. (9.71), to produce

\[
\varepsilon_{xx,zz} = \varepsilon_{yy,zz} = -(v/E)\sigma_{zz,zz} = (v/E)\rho\Omega^2.
\]

The last equality is stated after considering Eq. (9.73c). Returning to compatibility equations Eqs. (9.74b,c) gives

\[
\varepsilon_{zz,yy} = \varepsilon_{zz,xx} = -(v/E)\rho\Omega^2
\]

from which we may assign the value

\[
\varepsilon_1 = -\frac{1}{2}(v/E)\rho\Omega^2
\]

to the constant in Eq. (9.72), since it is the only term which multiplies quadratic functions of \( x \) and \( y \).

The remaining extensional stress-strain equation Eq. (9.76c) is now solved for \( \sigma_{zz} \) in terms of the remaining unknown constants in Eq. (9.72):

\[
\sigma_{zz} = E\varepsilon_0 + \frac{1}{2}\rho\Omega^2(L^2 - z^2) - E\kappa_0x - E\kappa_0'y \\
- \frac{1}{2}v\rho\Omega^2(x^2 + y^2) + v(\sigma_{xx} + \sigma_{yy}).
\]

At this point the evaluation of these constants requires consideration of the resultant force and bending moment on the cross section.

We first form the resultant axial force on the cross section as

\[
T(z) = \int_A \sigma_{zz} \, dx \, dy
\]

\[
= Ea\varepsilon_0 + \frac{1}{2}\rho\Omega^2A(L^2 - z^2) - \frac{1}{2}v\rho\Omega^2(I_x + I_y) \\
+ v \int_A (\sigma_{xx} + \sigma_{yy}) \, dx \, dy
\]

where

\[
A = \text{area of cross section},
\]

\[
I_x = \int_A y^2 \, dx \, dy
\]

and

\[
I_y = \int_A x^2 \, dx \, dy
\]
are the principal moments of inertia. Note that the first moment terms in Eq. (9.79) do not contribute to the integral.

Next, we focus on the last term of $T(z)$ and recall the useful relationship between contour and area integrals known as Green’s theorem. From Eq. (1.13),

$$
\oint_C (P\,dx + Q\,dy) = \int_A (Q_x - P_y)\,dx\,dy
$$

(9.82)

where $P(x, y)$ and $Q(x, y)$ are $C^1$ continuous functions.

Now we express

$$
\int_A (\sigma_{xx} + \sigma_{yy})\,dx\,dy = I_1 + I_2
$$

(9.83)

where

$$
I_1 = \int_A \{(x\sigma_{xx} + y\sigma_{xy}),_x + (x\sigma_{yx} + y\sigma_{yy}),_y\}\,dx\,dy
$$

(a) (9.84)

and

$$
I_2 = -\int_A \{x(\sigma_{xx,x} + \sigma_{xy,y}) + y(\sigma_{yx,x} + \sigma_{yy,y})\}\,dx\,dy.
$$

(b) (9.84)

The separation of the integral into two parts may be easily verified by expanding the derivatives. Invoking Green’s theorem Eq. (9.82) with

$$
Q = (x\sigma_{xx} + y\sigma_{xy})
$$

(a) (9.85)

and

$$
P = -(x\sigma_{yx} + y\sigma_{yy})
$$

(b)

$$
I_1 = \oint (\sigma_{xx}\,dx - y\sigma_{xy}\,dy + x\sigma_{xx}\,dy + y\sigma_{xy}\,dx)
$$

$$
= \oint \{x(\sigma_{xx}\,dy - \sigma_{xy}\,dx) + y(\sigma_{xy}\,dy - \sigma_{yy}\,dx)\}.
$$

(9.86)

Further, we may write the contour integral in terms of the differential contour increment $ds$ by noting the $n - s$ coordinates on the contour in Fig. 9.5 and referring to Eq. (2.18) which gives

$$
\frac{dy}{ds} = s_y = e_y \cdot s = n_x
$$

(a) (9.87)
and
\[
\frac{dx}{ds} = s_x = \mathbf{e}_x \cdot \mathbf{s} = -n_y. \quad (9.87)
\]

Replacing \(dy\) and \(dx\) in Eq. (9.86) by the relationships in terms of \(ds\) produces
\[
I_1 = \int \{ x(\sigma_{xx}n_x + \sigma_{yy}n_y) + y(\sigma_{yy}n_x + \sigma_{yy}n_y) \} \, ds \quad (9.88)
\]
which vanishes by virtue of the lateral bounding conditions, Eq. (9.68a,b). Thus, we have remaining in Eq. (9.83)
\[
I_2 = \int_A (\sigma_{xx} + \sigma_{yy}) \, dx \, dy
\]
\[
= \int_A \rho \Omega^2 y^2 \, dx \, dy \quad (9.89)
\]
by comparison of Eq. (9.84b) to the equilibrium equations, Eqs. (9.73a,b).

Finally, returning to the original term in Eq. (9.80) and noting Eq. (9.81b),
\[
v \int_A (\sigma_{xx} + \sigma_{yy}) \, dx \, dy = v \rho \Omega^2 I_x \quad (9.90)
\]
and the resultant axial force becomes
\[
T(z) = EA \varepsilon_0 + \frac{1}{2} \rho \Omega^2 A(L^2 - z^2) + \frac{1}{2} v \rho \Omega^2 (I_x - I_y). \quad (9.91)
\]
The stress-free end condition
\[
T(L) = 0 \quad (9.92)
\]
requires that
\[
\varepsilon_0 = -\frac{1}{2} \frac{v \rho \Omega^2}{EA} (I_x - I_y) \quad (9.93)
\]
from which
\[
T(z) = \frac{1}{2} \rho \Omega^2 A(L^2 - z^2). \quad (9.94)
\]
The constants \(\kappa_0\) and \(\kappa'_0\) in Eq. (9.79) remain to be evaluated by considering the bending moments on the cross section
\[
M_x = -\int_A \sigma_{zz} y \, dx \, dy \quad (9.95) \tag{a}
\]
\[
M_y = \int_A \sigma_{zz} x \, dx \, dy, \quad (b)
\]
First, consider \( M_x \)

\[
M_x(z) = -\int_A \sigma_{zz} y \, dx \, dy
\]

\[
= -\int_A \left\{ E\varepsilon_0 y + \frac{1}{2}\rho\Omega^2 (L^2 - x^2) y - E\kappa_0 x y - E\kappa_0 y^2 \right\} dx \, dy.
\]

The first three terms do not contribute since \( x \) and \( y \) are principal axes, so

\[
M_x(z) = E\kappa'_0 I_x + \frac{1}{2}\nu\rho\Omega^2 \int_A (x^2 + y^2) y \, dx \, dy - \nu \int_A (\sigma_{xx} + \sigma_{yy}) y \, dx \, dy.
\]

(9.96)

Again, we have an area integral to be transformed,

\[
\int_A (\sigma_{xx} + \sigma_{yy}) y \, dx \, dy = I_3 + I_4
\]

(9.97)

where

\[
I_3 = \int_A \left\{ \left[ \frac{1}{2}(y^2 - x^2) \sigma_{yy} + xy \sigma_{yx} \right]_y 
+ [xy \sigma_{xx} + \frac{1}{2}(y^2 - x^2) \sigma_{xy}]_x \right\} dx \, dy
\]

(a) \hspace{1cm} (9.98)

\[
I_4 = -\int_A \left\{ xy(\sigma_{xx,x} + \sigma_{xy,y}) + \frac{1}{2}(y^2 - x^2)(\sigma_{yx,x} + \sigma_{yy,y}) \right\} dx \, dy,
\]

(b)

which is easily verified. Then taking

\[
P = -\left[ \frac{1}{2}(y^2 - x^2) \sigma_{yy} + xy \sigma_{yx} \right]
\]

(a) \hspace{1cm} (9.99)

and

\[
Q = xy \sigma_{xx} + \frac{1}{2}(y^2 - x^2) \sigma_{xy}
\]

(b)

in Eq. (9.82),

\[
I_3 = \oint \left\{ -\frac{1}{2}(y^2 - x^2) \sigma_{yy} \, dx - xy \sigma_{yx} \, dx + xy \sigma_{xx} \, dy + \frac{1}{2}(y^2 - x^2) \sigma_{xy} \, dy \right\}
\]

\[
= \oint \left\{ xy(\sigma_{xx} \, dy - \sigma_{yx} \, dx) + \frac{1}{2}(y^2 - x^2)(\sigma_{xy} \, dy - \sigma_{yy} \, dx) \right\}.
\]

(9.100)

The terms in parentheses are identical to those in Eq. (9.86), so that \( I_3 = 0 \) and
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\[ I_4 = \int_A (\sigma_{xx} + \sigma_{yy}) y \, dx \, dy \]
\[ = \frac{1}{2} \rho \Omega^2 \int_A (y^2 - x^2) y \, dx \, dy \]  \hspace{1cm} (9.101)

from Eqs. (9.98b) and (9.73a,b). Continuing from Eq. (9.96) after including Eq. (9.101) multiplied by \(-v\),

\[ M_x(z) = EI_x \kappa_0' + v\rho \Omega^2 \int_A x^2 y \, dx \, dy. \]  \hspace{1cm} (9.102)

Similarly, we may compute

\[ M_y(z) = -EI_y \kappa_0 + \frac{1}{2} v\rho \Omega^2 \int_A (y^2 - x^2) x \, dx \, dy. \]  \hspace{1cm} (9.103)

These expressions are independent of \( z \) and are required to vanish at \( z = 0 \); hence,

\[ \kappa_0 = \frac{1}{2} \frac{v\rho}{EI_y} \Omega^2 \int_A (y^2 - x^2) x \, dx \, dy \]  \hspace{1cm} (9.104)

and

\[ \kappa_0' = -\frac{v\rho}{EI_x} \Omega^2 \int_A x^2 y \, dx \, dy. \]  \hspace{1cm} (9.105)

This completes the general solutions for \( \sigma_{zz} \), Eq. (9.79), in terms of \( \varepsilon_0, \kappa_0, \kappa_0' \) and \( \phi \) which are functions of the cross-sectional geometry. It is also useful to have expressions for the direct strains as defined in Eq. (9.76), incorporating \( \varepsilon_0 \) from Eq. (9.93), and \( \kappa_0 \) and \( \kappa_0' \) from Eqs. (9.104) and (9.105) into the equation for \( \sigma_{zz} \). The results are given by Stephen and Wang [9.6] and are used along with the shear stain \( \varepsilon_{xy} \), which may be obtained from Eq. (4.29b), to derive a two-dimensional approximation.

9.4.4 Two-Dimensional Problem

A solution independent of the axial coordinate \( z \) is sought by considering the first of the compatibility equations, Eq. (9.74a), in the form

\[ \varepsilon_{xx,yy} + \varepsilon_{yy,xx} - 2\varepsilon_{xy,xy} = 0. \]  \hspace{1cm} (9.106)

The resulting equation is found from Eqs. (9.76) and (9.75) as

\[ \nabla^4 \phi = -v \left( \frac{1 + 3v}{1 - v^2} \right) \rho \Omega^2. \]  \hspace{1cm} (9.107)
The remainder of the compatibility equations (9.74) are satisfied identically. The applicable boundary conditions, Eqs. (9.68a,b), may be written in terms of \( \phi \) and the differential along the contour, \( ds \), by using Eqs. (9.75) for the stress and Eqs. (9.87) for the components of the normal to the contour. The relationships are

\[
T_x = \phi_{,yy} \frac{dy}{ds} + \phi_{,xy} \frac{dx}{ds} \\
= \frac{d}{dy}(\phi_{,y}) \frac{dy}{ds} + \frac{d}{dx}(\phi_{,y}) \frac{dx}{ds} \\
= \frac{d}{ds}(\phi_{,y}) \\
= 0 \quad \text{(a)} \quad (9.108)
\]

and

\[
T_y = -\phi_{,xy} \frac{dy}{ds} - \left[\phi_{,xx} - \frac{1}{2} \rho \Omega^2 y^2\right] \frac{dx}{ds} \\
= \frac{d}{ds}(\phi_{,x}) + \frac{1}{2} \rho \Omega^2 y^2 \frac{dx}{ds} \\
= 0. \quad \text{(b)} \quad (9.108)
\]

### 9.4.5 Circular Cross Section

Stephen and Wang [9.6] give a solution for the stress function for a member with a circular cross section, Fig. 7.1, with the contour equation

\[
x^2 + y^2 - r^2 = 0 \quad (9.109)
\]

in the form

\[
\phi(x, y) = \left(\frac{y + 3y^2}{1 - y^2}\right) \frac{\rho \Omega^2}{64} (x^2 + y^2 - r^2)^2 \\
+ \frac{\rho \Omega^2}{64} (y^4 - \frac{2}{3}x^4 + 2x^2y^2 + 14r^2x^2 - 2r^2y^2). \quad (9.110)
\]

As in previous examples, the equation of the contour is included in the stress function. This function is easily shown to satisfy Eq. (9.107) by differentiation and substitution. Also, it must satisfy Eqs. (9.108). In order to compute the derivatives along the boundary when \( \phi = \phi(x, y) \), the chain rule

\[
\frac{d(\ )}{ds} = (\ )_x \frac{dx}{ds} + (\ )_y \frac{dy}{ds} \quad (9.111)
\]

is required. For a circular contour,
\[ \frac{dx}{ds} = \frac{dx}{d\theta} \frac{d\theta}{ds}; \quad \frac{dy}{ds} = \frac{dy}{d\theta} \frac{d\theta}{ds}. \]  

(9.112)

With \( x = r \cos \theta \) and \( y = r \sin \theta \), Eqs. (7.20a,b), and noting from Fig. 7.1 that \( ds = r \, d\theta \)

\[ \frac{d\theta}{ds} = \frac{1}{r}; \quad \frac{dx}{ds} = -\sin \theta = \frac{-y}{r}; \quad \frac{dy}{ds} = \cos \theta = \frac{x}{r} \]  

(9.113)

so that the differentiation formula, Eq. (9.111), becomes

\[ \frac{d(\theta)}{ds} = -(\ )_{,x} \frac{y}{r} + (\ )_{,y} \frac{x}{r}. \]  

(9.114)

This may be directly applied to Eq. (9.110) to check Eqs. (9.108). To illustrate, consider Eq. (9.108a), and form

\[ \phi_{,y} = -\left( \frac{y + 3v^2}{1 - v^2} \right) \frac{\rho \Omega^2}{64} 4y(x^2 + y^2 - r^2) \]

\[ + \frac{\rho \Omega^2}{64} (4y^3 + 4x^2y - 4r^2y) \]  

(9.115)

\[ \frac{d}{ds} (\phi_{,y}) = - (\phi_{,y})_{,x} \frac{y}{r} + (\phi_{,y})_{,y} \frac{x}{r} \]

\[ = \left( \frac{y + 3v^2}{1 - v^2} \right) \frac{\rho \Omega^2}{16} (2xy) \frac{y}{r} - \frac{\rho \Omega^2}{64} (8xy) \frac{y}{r} \]  

(a)

\[ + (\phi_{,y})_{,y} \frac{x}{r} = - \left( \frac{y + 3v^2}{1 - v^2} \right) \frac{\rho \Omega^2}{16} (x^2 + 3y^2 - r^2) \frac{x}{r} \]

\[ + \frac{\rho \Omega^2}{64} 4(3y^2 + x^2 - r^2) \frac{x}{r}. \]  

(b)

The first set of variable terms becomes

\[ x(2y^2 - x^2 - 3y^2 + r^2) \to 0 \quad \text{on } C. \]  

(9.117)

while the second set is

\[ x(-8y^2 + 12y^2 + 4x^2 - 4r^2) \to 0 \quad \text{on } C \]  

(9.118)

so that Eq. (9.108a) is satisfied. The stresses \( \sigma_{xx} \), \( \sigma_{yy} \), and \( \sigma_{xy} \) are evaluated from Eqs. (9.75) as

\[ \sigma_{xx} = \frac{\rho \Omega^2}{64} \left[ 12y^2 + 4x^2 - 4r^2 - 4 \left( \frac{y + 3v^2}{1 - v^2} \right) (x^2 + 3y^2 - r^2) \right] \]  

(a)

\[ \sigma_{yy} = \frac{\rho \Omega^2}{64} \left[ 12x^2 + 4y^2 - 4r^2 \right] \left[ 1 - \left( \frac{y + 3v^2}{1 - v^2} \right) \right] \]

(9.119)
\[ + \frac{1}{2} \rho \Omega^2 (r^2 - x^2 - y^2) \]  
\[ \sigma_{xy} = -\frac{(1 - v - 4y^2)}{8(1 - v)} \rho \Omega^2 xy. \]  
(b)  
(c)

To compute \( \sigma_{zz} \), we must first consider the geometric constants \( \varepsilon_0, \kappa_0 \) and \( \kappa'_0 \). For the circular cross section, \( I_x = I_y \) so that \( \varepsilon_0 = 0 \), Eq. (9.93). Likewise, the functions \( \kappa_0 \) and \( \kappa'_0 \), when evaluated with \( x \) and \( y \) from Eq. (9.113), vanish for this cross section. Therefore, from Eq. (9.79)

\[ \sigma_{zz} = \frac{1}{2} \rho \Omega^2 [L^2 - z^2 - v(x^2 + y^2)] + \nu(\sigma_{xx} + \sigma_{yy}). \]  
(9.120)

**Exercises**

9.1 Perform the calculations in Sec. 9.3.2 using \( u^{(2)} \) in place of \( u^{(1)} \).

9.2 Assume that the motion of the free-free bar solved in Sec. 9.3.4 is initiated by equal and opposite static forces of magnitude \( P \) at each end which are released at \( t = 0 \). The area and Young's modulus are given by \( A \) and \( E \), respectively. Find \( u_x \).

9.3 For the bar solved in Problem 9.2, evaluate the stress.

9.4 Consider the vibration of an elastic bar as solved in Sec. 9.3.4 but with one end fixed and the other free. Determine \( u_x \).

9.5 Repeat Problem 9.2 for the boundary conditions of Problem 9.4.

9.6 Repeat Problem 9.3 for the boundary conditions of Problem 9.4.

9.7 In Ref. [9.6] a solution for the uniform rotation of a shaft with an elliptical cross section with the equation

\[ \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 = 0 \]

is given. The cross section is shown in Fig 6.7(a). The stress function is

\[ \phi(x, y) = \frac{\Lambda}{8} D^2 B^2 \left( \frac{x^2}{D^2} + \frac{y^2}{B^2} - 1 \right)^2 - \frac{\rho \Omega}{24} \left( \frac{B}{D} \right)^2 x^4 + \frac{\rho \Omega}{4} D^2 x^2 \]

where

\[ \Lambda = \rho \Omega^2 \left[ \left( \frac{B}{D} \right)^2 - \frac{v + 3v^2}{1 - v^2} \right] \frac{D^2 B^2}{3D^4 + 2D^2 B^2 + 3B^4}. \]

Verify that

(a) \( \phi \) satisfies Eqs. (9.107) and (9.108).

(b) \( \kappa_0 \) and \( \kappa'_0 \) are zero.

(c) And compute the stresses.
References


CHAPTER 10
Energy Principles

10.1 Introduction

The theory of elasticity may be developed from energy considerations, leading to the field equations in the form of differential equations. This approach does not promise any computational advantage from the standpoint of analytical solutions, since the same equations found from the classical formulations are produced. However, for the pursuit of numerical solutions, energy methods are extensively developed and are the basis of powerful contemporary programs for solving complex problems in solid mechanics. This development is rather recent and was brought about by the use of the digital computer. This probably explains the relatively few applications of energy methods to elasticity problems found in the classical texts. However, even in the 18th century, the mathematician Leonhard Euler contrasted the direct formulation of the governing differential equations, known then as the method of effective causes, with the energy approach, known then as the method of final causes, in an argument that skillfully blended science and theology (this may have been diplomatic considering the well-known plight of perhaps the first “elastician,” Galileo, a century earlier). Euler wrote [10.1]

"Since the fabric of the universe is most perfect, and is the work of a most wise Creator, nothing whatsoever takes place in the universe in which some relation of maximum and minimum does not appear. Wherefore there is absolutely no doubt that every effect in the universe can be explained as satisfactorily from final causes, by the aid of the method of maxima and minima, as it can from the effective causes themselves..."

In this chapter, we derive the theoretical underpinnings for energy-based numerical methods, but we do not discuss actual solution techniques since that is a vast field in itself.
10.2 Conservation of Energy

Energy methods are developed from the law of conservation of energy. Assuming that a set of loads is applied slowly and that we have an adiabatic deformation process,

$$ W_E = W_V, \quad (10.1) $$

where $W_E$ is the work done by the external loading and $W_V$ is the change in internal energy. With an elastic material, the work $W_E$ will be recovered if the loads are removed, so that $W_V$ may be regarded as stored energy, called strain energy. We previously introduced this concept in Section 4.3 and will develop it further in the next section.

10.3 Strain Energy

10.3.1 Strain Energy Density

We represent the strain energy in the form

$$ W_V = \int_V W dV, \quad (10.2) $$

where the general form of the strain energy density $W$ has been stated in Eq. (4.8). For the case of isotropic materials, we consider Eqs. (4.2a) to write

$$ W = \int_{\varepsilon_{ij}} \sigma_{ij} d\varepsilon_{ij}. $$

For the linear elastic case,

$$ W = \int_{\varepsilon_{ij}} (2\mu\varepsilon_{ij} + \lambda\delta_{ij}\varepsilon_{kk}) d\varepsilon_{ij} $$

$$ = \mu\varepsilon_{ij}\varepsilon_{ij} + \frac{\lambda}{2}(\varepsilon_{kk})^2, \quad (10.3) $$

using Eq. (4.18).

It is also convenient to define a dual quantity to $W$, following Eq. (4.2a),

$$ \varepsilon_{(ii)} = \frac{\partial W^*}{\partial \sigma_{(ii)}} $$

$$ \varepsilon_{ij} = \frac{1}{2} \frac{\partial W^*}{\partial \sigma_{ij}} \quad i \neq j \quad (10.4) $$

where $W^*$ is called the complementary strain energy density. Following Eq. (10.3), we have
Fig. 10.1. Stress-strain curve for nonlinear elastic material.

\[ W^* = \int_{\sigma_{ij}} \varepsilon_{ij} \, d\sigma_{ij}. \]  

For the linear elastic case, Eq. (4.19) gives

\[ W^* = \frac{1}{4\mu} \sigma_{ij} \varepsilon_{ij} - \frac{\lambda}{4\mu(2\mu + 3\lambda)} (\sigma_{kk})^2 = W \]  

since the same equation may be obtained from Eq. (10.3) using Eq. (4.19).

It is of interest to graphically interpret the strain energy and complementary strain energy densities for a one-dimensional elastic, but not necessarily linear, material, as shown in Fig. 10.1. For the linear case, the densities \( W \) and \( W^* \) are obviously equal, while for the nonlinear case they are not.

We may illustrate the evaluation of \( W \) for a basic problem in elasticity, the prismatic bar under axial load previously solved in Section 6.2. We first rewrite Eq. (10.6) for the principal stress state (\( \sigma_{ij} = 0, i \neq j \))

\[ W^* = W = \frac{1}{4\mu} \left[ 1 - \frac{\lambda}{(2\mu + 3\lambda)} \right] (\sigma_{kk})^2 \]  

In terms of the engineering constants, introducing Eq. (4.24c) gives

\[ W = \frac{1}{2E} (\sigma_{kk})^2. \]  

When \( \sigma_{zz} \) is the only nonzero stress, Eq. (10.7b) reduces to

\[ W = \frac{1}{2E} (\sigma_{zz})^2 \]
and for the bar with \( \sigma_{zz} = \gamma_z \),

\[
W = \frac{\gamma^2}{2E} z^2. \tag{10.7d}
\]

Then,

\[
W' = \frac{\gamma^2}{6} \frac{AL^3}{E} \tag{10.8}
\]

from Eq. (10.2).

### 10.3.2 Strain Energy Density of Distortion

We consider the strain energy density in terms of stress, Eq. (10.6), and convert to engineering constants using Eqs. (4.24). The result is

\[
W = \frac{1 + v}{2E} \sigma_{ij} \sigma_{ij} - \frac{v}{2E} (\sigma_{kk})^2. \tag{10.9}
\]

Then, we expand the equation for 1, 2, 3 = x, y, z and get

\[
W = \frac{1 + v}{2E} (\sigma_{xx}^2 + \sigma_{yy}^2 + \sigma_{zz}^2 + 2\sigma_{xy}^2 + 2\sigma_{xz}^2 + 2\sigma_{yz}^2)
\]

\[
- \frac{v}{2E} (\sigma_{xx}^2 + \sigma_{yy}^2 + \sigma_{zz}^2 + 2\sigma_{xx}\sigma_{yy} + 2\sigma_{yy}\sigma_{zz} + 2\sigma_{xx}\sigma_{zz})
\]

\[
= \frac{1}{2E} [\sigma_{xx}^2 + \sigma_{yy}^2 + \sigma_{zz}^2 - 2v(\sigma_{xx}\sigma_{yy} + \sigma_{yy}\sigma_{zz} + \sigma_{xx}\sigma_{zz})
\]

\[
+ 2(1 + v)(\sigma_{xy}^2 + \sigma_{yz}^2 + \sigma_{zx}^2)] \tag{10.10}
\]

so that we have separated the normal and shearing contributions.

Equation (10.10) may also be written in terms of the stress invariants, Eqs. (2.59), as

\[
W = \frac{1}{2E} [Q_1^2 - 2(1 + v)Q_2] \tag{10.11}
\]

[10.2], which emphasizes the nondirectionality of energy.

Next, we consider principal stress components

\[
\sigma_{xx} = \sigma^{(1)}, \quad \sigma_{yy} = \sigma^{(2)}, \quad \sigma_{zz} = \sigma^{(3)}, \quad \sigma_{xy} = \sigma_{yz} = \sigma_{zx} = 0 \tag{10.12}
\]

and rewrite Eq. (10.11) in the form [10.2]

\[
W = \frac{(1 + v)}{6E} \left\{ [\sigma^{(1)} - \sigma^{(2)}]^2 + [\sigma^{(2)} - \sigma^{(3)}]^2 + [\sigma^{(3)} - \sigma^{(1)}]^2 \right\}
\]

\[
+ \frac{1 - 2v}{6E} [\sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)}]^2, \tag{10.13}
\]

which may be verified by expansion.
The second part of Eq. (10.13) represents the mean stress \( \frac{1}{3} [\sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)}] \), which contributes only to volume change, as discussed with respect to the mean strain in Sec. 3.5. Therefore, the first part represents the strain energy density associated with change in shape or distortion, and is so defined. Using Eqs. (4.24a, e),

\[
W_0 = \frac{1}{12G} \{ [\sigma^{(1)} - \sigma^{(2)}]^2 + [\sigma^{(2)} - \sigma^{(3)}]^2 + [\sigma^{(3)} - \sigma^{(1)}]^2 \}. \tag{10.14}
\]

This quantity is associated with the failure of elastic materials.

The term in brackets is recognized as being proportional to the octahedral shearing stress, Eq. (2.84b), so that the strain energy density of distortion may be written as

\[
W_0 = \frac{3}{4G} (\sigma_{oct}^o)^2. \tag{10.15}
\]

Therefore, the resolution of the strain energy density into the sum of a volume change component and a distortional component corresponds to the state of stress referred to the octahedral planes.

### 10.4 Work of External Loading

The elastic body is assumed to be loaded by a system of \( \bar{Q} \) external forces \( F_Q \), where \( Q \) indicates the point of application of the force. It is sufficient for our introductory purposes to assume that the forces are concentrated or discrete, as opposed to being distributed. Corresponding to each force is a displacement \( u_Q \). By correspondence, we mean that \( u_Q \) is at the same point and in the same direction as \( F_Q \).

The external work produced is then

\[
W_E = \sum_{Q=1}^{Q} \frac{1}{2} F_Q \cdot u_Q \tag{10.16}
\]

It turns out that the direct application of the principal of conservation of energy is rather limited so that more useful forms are now sought.

### 10.5 Principle of Virtual Work

#### 10.5.1 Definitions

Many problems in structural mechanics can be solved by the application of the Principal of Virtual Work, PVW. In this context, the word virtual means not real, but not necessarily small. As discussed later, the name “work” is somewhat of a misnomer, resulting from the appearance of force-times-distance products having the units of work in the resulting equations.
We consider a body in equilibrium under a set of \( \bar{Q} \) applied forces \( \bar{F}_Q \) as shown in Fig. 10.2(a). At any point \( Q \) in the body, the state of stress is given by the components of the stress tensor \( \sigma_{ij} \) that satisfy the equilibrium equations Eq. (2.45). Also indicated are the corresponding displacements \( \bar{u}_Q \) as well as those at unloaded points that will be of interest later.

Now, the body is subjected to a second system of \( \bar{Q} \) forces in equilibrium, \( \delta \bar{F}_Q \), as shown in Fig. 10.2(b). This produces a displaced configuration \( \delta \bar{u}_Q \) that does not violate the prescribed boundary conditions. (This constraint is not strictly necessary, but is sufficient for our purposes.)

Note that the set \( \bar{Q} \) includes all referenced points in either system. For unloaded points in Fig. 10.2(a), \( \bar{F}_Q = 0 \); and in Fig. 10.2(b), \( \delta \bar{F}_Q = 0 \).

In the second system, the stresses, strains and displacement components at \( Q \) are \( \delta \sigma_{ij} \), \( \delta \varepsilon_{ij} \), and \( \delta u_i \), respectively. The \( \delta \bar{F}_Q \) are termed virtual forces, the \( \delta \bar{u}_Q \) are called virtual displacements, and

\[
\delta \varepsilon_{ij} = \frac{1}{2} (\delta u_{i,j} + \delta u_{j,i})
\]

are virtual strains. Furthermore, the product of either \( \bar{F}_Q \cdot \delta \bar{u}_Q \) or \( \delta \bar{F}_Q \cdot u_Q \) is known as external virtual work. Clearly, the product is not conventional work since each component is due to a different source; that is, \( \delta \bar{u}_Q \) is not due to or caused by \( \bar{F}_Q \). Since we have stipulated that the virtual forces and virtual distortions, Fig. 10.2(b), are applied after the actual or real loading system and displacements Fig. 10.2(a), we may envisage virtual work as either the product of a virtual force being "dragged through" a real displacement, or a virtual displacement “acted through” by a real force. The actual work performed by the virtual system,
\[ \sum_{\phi=1}^{\Phi} \frac{1}{2} \delta F_\phi \cdot \delta u_\phi \]

is of no apparent interest here.

### 10.5.2 Principle of Virtual Displacements

We begin with the virtual work due to virtual displacements \( \delta u_Q \) applied to a system in equilibrium under a set of surface tractions and body forces

\[
\delta W_E = \int_A T_i \delta u_i \, dA + \int_V f_i \delta u_i \, dV. \tag{10.18}
\]

The surface integral is transformed, using Eq. (2.11) and the divergence theorem in component form, Eq. (2.32), into

\[
\int_A T_i \delta u_i \, dA = \int_A \sigma_{ij} n_j \delta u_i \, dA = \int_V (\sigma_{ij} \delta u_i)_{,j} \, dV. \tag{10.19}
\]

Substituting Eq. (10.19) into Eq. (10.18) gives

\[
\delta W_E = \int_V [(\sigma_{ij,j} + f_i) \delta u_i + \sigma_{ij} \delta u_{i,j}] \, dV = \int_V \sigma_{ij} \delta u_{i,j} \, dV, \tag{10.20}
\]

since the first term is the (satisfied) equilibrium equation Eq. (2.45). Next, we introduce Eq. (10.17) into Eq. (10.20), recognizing that both \( i \) and \( j \) become repeated indices. This produces

\[
\delta W_E = \int_V \sigma_{ij} \delta u_{i,j} \, dV = \int_V \sigma_{ij} \delta \varepsilon_{ij} \, dV. \tag{10.21}
\]

which may be restated as

\[
\delta W_E = \delta W_V \tag{10.22a}
\]

where

\[
\delta W_V = \int_V \sigma_{ij} \delta \varepsilon_{ij} \, dV = internal \, virtual \, work. \tag{10.22b}
\]

This is the principle of virtual displacements (PVD) derived for a body in equilibrium that is subjected to virtual displacements produced by a virtual force system also in equilibrium. The important result of this derivation is the converse: If Eq. (10.22a) is satisfied, then the system is in equilibrium.
To illustrate an application of the PVD, we attempt to re-derive the equations of equilibrium for an elastic continuum, Fig. 10.3, in terms of displacements. These were previously found in Sec. 5.2 and are given as Eqs. (5.7).

We first treat the internal virtual work. From Eqs. (10.2) and (10.3), the strain energy is

$$W_v = \int_V \left[ \mu \epsilon_{ij} \epsilon_{ij} + \frac{\lambda}{2} (\epsilon_{kk})^2 \right] dV.$$  \hspace{1cm} (10.23)

Using explicit notation initially, following the presentation of Forray [10.3], and selecting $x_1, x_2, x_3 = x, y, z$, as shown on Fig. 10.3, Eq. (10.23) becomes

$$W_v = \int_V \left[ \frac{\lambda}{2} + \mu \right] \left( \epsilon_{xx}^2 + \epsilon_{yy}^2 + \epsilon_{zz}^2 \right) + 2\mu (\epsilon_{xy}^2 + \epsilon_{yx}^2 + \epsilon_{zz}^2)$$

$$+ \lambda (\epsilon_{xx} \epsilon_{yy} + \epsilon_{yy} \epsilon_{zz} + \epsilon_{zz} \epsilon_{xx}) \right] dV$$  \hspace{1cm} (10.24)

and the internal virtual work is

$$\delta W_v = \frac{\partial W_v}{\partial \epsilon_{ij}} \delta \epsilon_{ij}$$

$$= \int_V \left[ \frac{\lambda}{2} + \mu \right] \left( 2 \epsilon_{xx} \delta \epsilon_{xx} + 2 \epsilon_{yy} \delta \epsilon_{yy} + 2 \epsilon_{zz} \delta \epsilon_{zz} \right)$$

$$+ 2\mu (2 \epsilon_{xy} \delta \epsilon_{xy} + 2 \epsilon_{yz} \delta \epsilon_{yz} + 2 \epsilon_{zx} \delta \epsilon_{zx})$$

$$+ \lambda (\epsilon_{xx} \delta \epsilon_{yy} + \epsilon_{yy} \delta \epsilon_{xx} + \epsilon_{yy} \delta \epsilon_{zz}$$

$$+ \epsilon_{zz} \delta \epsilon_{xx} + \epsilon_{xx} \delta \epsilon_{zz} + \epsilon_{xx} \delta \epsilon_{zz} \right] dV.$$  \hspace{1cm} (10.25)

The strain-displacement relations are written from Eq. (3.14) as

$$\epsilon_{xx} = u_{x,x}; \quad \epsilon_{yy} = u_{y,y}; \quad \epsilon_{zz} = u_{z,z}$$

$$\epsilon_{xy} = \frac{1}{2} (u_{x,y} + u_{y,x}); \quad \epsilon_{yz} = \frac{1}{2} (u_{y,z} + u_{z,y}); \quad \epsilon_{zx} = \frac{1}{2} (u_{z,x} + u_{x,z}).$$  \hspace{1cm} (10.26)
Now, we apply a virtual displacement consisting of only one component, say \( \delta u_x \). The corresponding virtual strain-displacement equations are

\[
\begin{align*}
\delta \varepsilon_{xx} &= (\delta u_x)_x; \quad \delta \varepsilon_{yy} = 0; \quad \delta \varepsilon_{zz} = 0 \\
\delta \varepsilon_{xy} &= \frac{1}{2} (\delta u_x)_y; \quad \delta \varepsilon_{yz} = 0; \quad \delta \varepsilon_{zx} = \frac{1}{2} (\delta u_x)_z.
\end{align*}
\]

(10.27)

Substituting Eqs. (10.26) and (10.27) into Eq. (10.25) yields

\[
\delta W_v = \int_V \left[ \left( \frac{\lambda}{2} + \mu \right) 2u_{x,x}(\delta u_x)_x + \mu[(u_{x,y} + u_{y,x})(\delta u_x)_y \\
+ (u_{x,z} + u_{z,x})(\delta u_x)_z] \\
+ \lambda[(u_{y,y} + u_{z,z})(\delta u_x)_x] \right] dV.
\]

(10.28)

Equation (10.28) may be integrated by parts [10.4] to produce

\[
\begin{align*}
\delta W_v &= \int_V \left[ \left( \frac{\lambda}{2} + \mu \right) 2u_{x,x} (\delta u_x)_x \\
&+ \mu(u_{x,yy} + u_{y,xy} + u_{x,zz} + u_{z,xz}) \delta u_x + \lambda(u_{y,yx} + u_{z,zx})(\delta u_x)_y \\
&+ \lambda(u_{y,yz} + u_{z,zx})(\delta u_x)_z \right] dV \\
&+ \mu(2u_{x,n} + u_{y,n} + u_{z,n}) \delta u_x + \lambda(u_{y,n} + u_{z,n}) \delta u_x \right] dA
\end{align*}
\]

(10.29)

where \( n \) is directed along the outer normal to the surface, Fig. 10.3. Since the surface terms enter only into the boundary conditions, we concentrate on the first integral and rearrange Eq. (10.29) as

\[
\begin{align*}
\delta W_v &= -\int_V \left[ 2(\lambda + 2\mu)u_{x,xx} + \mu(u_{x,yy} + u_{y,xy} + u_{x,zz} + u_{z,xz}) \\
&+ \lambda(u_{y,xx} + u_{z,zz}) \right] \delta u_x dV + [\text{Surface terms}] \\
&= -\int_V \left[ \mu(u_{x,xx} + u_{x,yy} + u_{x,zz}) + (\lambda + \mu)(u_{x,xx} + u_{y,yy} + u_{z,zz}) \right] \delta u_x dV \\
&+ [\text{Surface terms}] \\
&= -\int_V \left[ \mu \nabla^2 u_x + (\lambda + \mu)(\Delta u)_x \right] \delta u_x dV + [\text{Surface terms}]
\end{align*}
\]

(10.30a)

where

\[
\nabla^2(\quad) = \nabla(\quad) \cdot \nabla(\quad) = (\quad)_{,ii}
\]

(10.30b)

\( \nabla^2(\quad) \) is defined in Eq. (1.10b), and

\[
\Delta u = \text{div } u = u_{i,i}
\]

(10.30c)

as defined in Eq. (1.11).
Next, we have the external virtual work, as given by Eq. (10.18) specialized for \( u_i = u_x \):

\[
\delta W_E = \int_A T_x \delta u_x \, dA + \int_V f_x \delta u_x \, dV
\]

\[
= \int_V f_x \delta u_x \, dV + [\text{Surface Terms}]. \quad (10.31)
\]

We now substitute Eqs. (10.30a) and (10.31) into Eq. (10.21). Since the virtual displacement \( \delta u_x \) is arbitrary, we may equate the coefficients of the volume terms in the integrands to get

\[
\mu \nabla^2 u_x + (\lambda + \mu)(\Delta u)_x + f_x = 0 \quad (10.32)
\]

which is Eq. (5.7) with \( j = x \).

The remaining equations are found by permutation, with a virtual displacement of \( \delta u_y \) and then \( \delta u_z \).

For completeness, we carry out the same derivation in concise form using indicial notation beginning from Eq. (10.23):

\[
\delta W_v = \int_V (2\mu \varepsilon_{ij} \delta \varepsilon_{ij} + \lambda \varepsilon_{kk} \delta \varepsilon_{kk}) \, dV \quad (10.33a)
\]

where

\[
\varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i}). \quad (10.33b)
\]

With a virtual displacement \( \delta u_i \),

\[
\delta u_i = \delta u_i \delta_{il} = \delta u_l \delta_{il}
\]

\[
\delta \varepsilon_{ij} = \frac{1}{2} [(\delta u_i)_j \delta_{il} + (\delta u_j)_i \delta_{il}]
\]

\[
= \frac{1}{2} [(\delta u_i)_j + (\delta u_i)_i]. \quad (10.33c)
\]

Then, Eq. (10.33a) becomes

\[
\delta W_v = \int_V \left[ 2\mu \left( \frac{1}{2}(u_{i,j} + u_{j,i}) \right) + \frac{1}{2} [(\delta u_i)_j + (\delta u_i)_i] + \lambda (u_{k,k})(\delta u_i)_i \right] dV
\]

\[
= \int_V \left[ \frac{\mu}{2} [(u_{i,j} + u_{j,i})(\delta u_i)_j + (u_{i,i} + u_{i,i})(\delta u_i)_i] + \lambda (u_{k,k})(\delta u_i)_i \right] dV. \quad (10.33d)
\]

Integrating by parts produces typically

\[
\int_V u_{i,j} \delta u_{i,j} = u_{i,j} \delta u_i \big|_{\text{surface}} - \int_V u_{i,jj} \delta u_i \quad (10.33e)
\]
so that
\[
\delta W_v = -\int_V \left[ \frac{\mu}{2} (u_i,_{ij} + u_{i,ij} + u_{i,li} + u_{i,ii}) + \lambda(u_{k,k}),_l \right] \delta u_i \, dV + \text{[Surface Terms]}
\]
\[
= -\int_V \left[ \mu(u_i),_{ii} + (\lambda + \mu)(u_{i,i}),_j \right] \delta u_i \, dV + \text{[Surface Terms]}
\] (10.34)

with all dummy indices taken as \( i \).

\( \delta W_E \) is given in Eq. (10.31) with \( x = l \). Then, setting \( \delta W_v = \delta W_E \), equating the volume terms, and changing \( l \) to \( j \), we have
\[
\mu(u_j),_{ii} + (\lambda + \mu)(u_{i,i}),_j + f_j = 0
\] (10.35)

which is the same as Eq. 5.7. Thus, we see that the PVD is an artifice for establishing equilibrium relationships.

We may return to the discrete loading system shown in Fig. 10.1(a) and write
\[
\delta W_E = \sum_{Q=1}^{\bar{Q}} F_Q \cdot \delta u_Q.
\] (10.36)

Of interest in Eq. (10.36), in the context of work, is the absence of the familiar factor of \( \frac{1}{2} \) [see Eq. (10.16)]. This is explained by insisting that the real loading precedes the virtual distortion, so that the real forces and displacements are at full value before the corresponding virtual effects act.

The main use of this form of the PVW is to compute the set of equilibrating forces, one at a time, for a system in which the actual deformations and the corresponding stresses are known. Since the choice of the virtual distortion is open, it is conveniently selected so that the point of application of the single force to be evaluated, say \( F_3 \), is given a virtual displacement \( \delta u_3 \), while no virtual displacements are permitted at other load points. Equation (10.22a) then reduces to
\[
F_3 \cdot \delta u_3 = \int_V \sigma_{ij} \delta \varepsilon_{ij} \, dV
\] (10.37)
or, for simplicity, choosing \( \delta u_3 \) in the direction of \( F_3 \),
\[
F_3 = \int_V \sigma_{ij} \delta \varepsilon_{ij} \, dV.
\] (10.38)

A judicious choice of the virtual deformation allows \( F_3 \) to be computed. The procedure may be repeated to calculate the entire set of \( \bar{Q} \) loads, provided that the real stresses \( \sigma_{ij} \) and the virtual strains \( \delta \varepsilon_{ij} \), corresponding to the particular unit \( \delta u_Q \), can be evaluated. This principle is particularly useful in rigid plastic analysis where the virtual deformation may be discretized at a "plastic hinge."
10.5.3 Principle of Virtual Forces

First we consider the virtual work produced by virtual surface tractions \( \delta T_i \) and virtual body forces \( \delta f_i \).

\[
\delta W_E^* = \int_A \delta T_i u_i \, dA + \int_V \delta f_i u_i \, dV
\]

\[
= \int_V \delta \sigma_{ij} \varepsilon_{ij} \, dV
\]

\[
= \delta W_F^* \tag{10.39}
\]

following the same steps as in the previous section, Eqs. (10.19) through (10.22).

This is the so-called principle of virtual forces PVF, which describes compatibility between internal strains and external displacements.

We now consider the external virtual work produced by virtual forces \( \delta F_Q \)

\[
\delta W_E^* = \sum_{Q=1}^{\mathcal{Q}} \delta F_Q \cdot u_Q. \tag{10.40}
\]

In this form, the principle is useful for computing displacements, one at a time, for a system in which the actual stresses and the corresponding strains are known. If the displacement \( u_3 \), is sought, we choose \( \delta F_3 = 1 \) with all other \( \delta F_Q = 0 \), and Eq. (10.39) becomes

\[
u_3 = \int_V \delta \sigma_{ij} \varepsilon_{ij} \, dV. \tag{10.41}
\]

Equation (10.41) may be solved, provided that the real strains \( \varepsilon_{ij} \) corresponding to the particular \( \delta F_Q \) (in this case \( \delta F_3 = 1 \)) can be evaluated.

A somewhat trivial example is selected to illustrate this technique. The bar shown in Fig. 6.1 is again considered, where it is desired to compute the axial deformation along the centerline \( u_x(0, 0, z) \). A unit virtual force produces a stress \( \delta \sigma_{ij} = \delta \sigma_{zz} = 1/A \), and the corresponding strain, given by Eq. (6.4), is \( \varepsilon_{zz} = (1/E)\gamma z \). Then, Eq. (10.41) becomes

\[
u_x(0, 0, z) = \int_0^z \int_A \frac{1}{A} \frac{1}{E} \gamma z \, dA \, dz
\]

\[
= \int_0^z \frac{\gamma z^2}{2E} \, dz = \frac{\gamma}{2E} \left( z^2 - L^2 \right) \tag{10.42}
\]

which checks with Eq. (6.19c).

10.5.4 Reciprocal Theorems

We again refer to the elastic body in Fig. 10.2(a) subjected, in turn, to two sets of forces \( F_Q \) and \( F_R^* \) which produce displacements \( u_Q \) and \( u_R^* \), respectively. The corresponding displacement components, stresses and strains are
(\(u_i, \sigma_{ij}, \varepsilon_{ij}\)) and (\(u^*_i, \sigma^*_{ij}, \varepsilon^*_{ij}\)). Two sequences are considered:

1. The \(F_Q\) applied first, then \(F_R^*\);
2. The \(F_R^*\) applied first, then \(F_Q\).

For the first case, \(F_Q\) may be considered as the real system and \(F_R^*\) as the virtual system; then Eqs. (10.36) and (10.22) give

\[
\sum_{Q=1}^{Q} F_Q \cdot u_Q^* = \int_V \sigma_{ij} \varepsilon_{ij}^* \, dV. \tag{10.43}
\]

For the second sequence,

\[
\sum_{R=1}^{R} F_R^* \cdot u_R = \int_V \sigma_{ij}^* \varepsilon_{ij} \, dV. \tag{10.44}
\]

In each case the linear elastic stress strain law Eq. (4.3) is applicable. Therefore,

\[
\sigma_{ij} = E_{ijkl} \varepsilon_{kl}, \tag{a}
\]

\[
\sigma_{ij}^* = E_{ijkl}^* \varepsilon_{kl}. \tag{b}
\]

After substitution of Eqs. (10.45a and b) into the r.h.s. of Eqs. (10.43) and (10.44), respectively, recognition that the dummy indices may be interchanged, and realization that \(E_{ijkl} = E_{klij}\), it is evident that the r.h.s. of the later equations are identical. Then, equating the l.h.s. gives

\[
\sum_{Q=1}^{Q} F_Q \cdot u_Q^* = \sum_{R=1}^{R} F_R^* \cdot u_R, \tag{10.46}
\]

which is known as Betti's law, after Enrico Betti. That is, if a linearly elastic body is subjected to two separate loading systems, the product of the forces on the first system and the corresponding displacements of the second system is equal to the product of the forces on the second system and the corresponding displacements of the first system.

As a special case, let each loading system be a single unit force, applied at \(Q\) and \(R\), respectively. Then Eq. (10.46) reduces to

\[
u_Q^* = u_R, \tag{10.47}
\]

which is known as Maxwell’s law of reciprocal displacements after the 19th century physicist James Clerk Maxwell. That is, the displacement at \(Q\) due to a unit force at \(R\) is equal to the displacement at \(R\) due to a unit force at \(Q\)—a remarkable result. Moreover, the unit “forces” do not have to even be of the same type, that is, \(F_Q\) may be an actual force and \(F_R^*\) a unit moment; whereupon \(u_Q^*\) is a displacement, but \(u_R\) is a rotation. Still, they are equal.

### 10.6 Variational Principles

#### 10.6.1 Definitions

The PVW may be recast in the form of variational theorems to remove the necessity of dealing with the virtual system per se. We concisely define the
variation operation $\delta(\ )$ as an arbitrary linear increment of a functional (a generalized function) that satisfies all constraints on the body, including maintenance of equilibrium. As a simple example, a virtual displacement $\delta u_i$ may be interpreted as a variation on the displacement field $u_i$. The variation of a function is computationally the same as the differential, so that

$$\delta(u_i u_i) = \delta(u_i)^2 = 2u_i \delta u_i = 2u_i \delta u_i$$

and

$$\delta(\varepsilon_{kk} \varepsilon_{kk}) = \delta(\varepsilon_{kk})^2 = 2\varepsilon_{kk} \delta \varepsilon_{kk} = 2\varepsilon_{kk} \delta u_i \delta \varepsilon_{ij}, \text{ etc.}$$

### 10.6.2 Principle of Minimum Total Potential Energy

Corresponding to $\delta u_i$, we have the variation of the strain field $\delta \varepsilon_{ij}$. We now proceed to compute the resulting variation of the internal strain energy Eq. (10.2) with the strain energy density in the form of Eq. (10.3),

$$\delta W_v = \delta \int_v \left[ \mu \varepsilon_{ij} \varepsilon_{ij} + \frac{1}{2} (\varepsilon_{kk})^2 \right] dV$$

$$= \int_v \left[ \mu \varepsilon_{ij} \delta \varepsilon_{ij} + \frac{1}{2} 2\varepsilon_{kk} \delta \varepsilon_{ij} \delta \varepsilon_{ij} \right] dV,$$

or using Eq. (4.18),

$$\delta W_v = \int_v \sigma_{ij} \delta \varepsilon_{ij} dV. \quad (10.48)$$

In a similar manner, the external virtual work $\delta W_E$ may be equated to the work done by the surface tractions $T_i$ and body forces $f_i$ during the variation using Eq. (10.18). It is convenient to represent these contributions in terms of potential functions [10.5]

$$T_i = -\frac{\partial \mathcal{T}}{\partial u_i}, \quad (a)$$

$$f_i = -\frac{\partial \mathcal{F}}{\partial u_i}. \quad (b)$$

When such functions exist, Eq. (10.18) may be written as

$$\delta W_E = \int_A T_i \delta u_i \ dA + \int_v f_i \delta u_i \ dV$$

$$= -\int_A \frac{\partial \mathcal{T}}{\partial u_i} \delta u_i \ dA - \int_v \frac{\partial \mathcal{F}}{\partial u_i} \delta u_i \ dV$$

$$= -\delta \int_A \mathcal{T} \ dA - \delta \int_v \mathcal{F} \ dV$$

$$= -\delta V_E. \quad (10.50)$$
where \( V_E \) is defined as the potential of the external forces, given by

\[
V_E = \int_A \mathcal{F} \, dA + \int_V f \, dV. \tag{10.51}
\]

Further, it is assumed that the surface and body forces are vector point functions of position only; that is, they are not dependent on the deformation of the body, either in magnitude or direction. This type of force field is said to be conservative and encompasses a large majority of problems in solid mechanics. In this case,

\[
\mathcal{F} = -T_i u_i, \tag{a}
\]

\[
f = -f_i u_i, \tag{b}
\]

and

\[
V_E = -\int_A T_i u_i \, dA - \int_V f_i u_i \, dV. \tag{c}
\]

The principle of minimum total potential energy PMPE is properly written as

\[
\delta \Pi = \delta (W_V + V_E) = 0, \tag{10.53}
\]

in which \( \Pi \) is called the potential energy functional. The form of Eq. (10.53) emphasizes that both terms of \( \Pi \) are subjected to the same variation and that the variation is performed after \( W_V \) and \( V_E \) are evaluated and combined. This is a so-called extremum statement since only the first variation is expressed. To show the actual minimum character, the second variation would have to be considered, but this is beyond our scope.

This principle implies that the correct displacement state of all those states which may satisfy the boundary conditions is that which makes the total potential energy a minimum. The great utility of the PMPE is that it is relatively straightforward to approximate displacement fields by shape functions that satisfy the kinematic boundary conditions, and to scale these fields by minimizing the resulting total potential energy. We illustrate this point in a later section.

**10.6.3 Principle of Minimum Complementary Energy**

Recalling that two versions of the virtual work principle were derived, depending on which form of external virtual work was manipulated, it follows that a dual to the PMPE can be created by focusing on the stress field \( \sigma_{ij} \) and the variation \( \delta \sigma_{ij} \).

With the strain energy density in the form of Eq. (10.6) and the system subjected to an arbitrary \( \delta \sigma_{ij} \), we have
\[ \delta W^*_{\varepsilon} = \delta \int_V \left[ \frac{1}{4\mu} \sigma_{ij} \sigma_{ij} - \frac{\lambda}{4\mu(2\mu + 3\lambda)} (\sigma_{kk})^2 \right] dV \]
\[ = \int_V \left[ \frac{1}{2\mu} \sigma_{ij} \delta \sigma_{ij} - \frac{\lambda}{2\mu(2\mu + 3\lambda)} \sigma_{kk} \delta \sigma_{ij} \right] dV, \]

or, using Eq. (4.19),
\[ \delta W^*_{\varepsilon} = \int_V \varepsilon_{ij} \delta \sigma_{ij} dV \quad (10.54) \]

where \( \delta W^*_{\varepsilon} \) is the internal virtual work, as derived in Eq. (10.39).

Analogous to Eq. (10.50), we may represent the external virtual work in potential form
\[ \delta W^*_{\varepsilon} = \int_A \delta T_i u_i dA + \int_V \delta f_i u_i dV = -\delta V^*_{E}, \quad (10.55) \]

where \( V^*_{E} = V_E \) as given by Eq. (10.52c), for conservative fields. Finally, the principle of minimum complementary energy PMCE is properly written as
\[ \delta \Pi^* = \delta (W^*_{\varepsilon} + V^*_{E}) = 0, \quad (10.56) \]

where \( \Pi^* \) is called the complementary energy functional. Again, it is apparent that the variations are performed on \( \Pi^* \) rather than on the individual terms.

This principle implies that the correct stress state of all those that satisfy equilibrium is that which makes the total complementary energy a minimum. In contrast to the attractiveness of selecting displacement functions that satisfy compatibility, it may be more difficult to find stress distributions that satisfy equilibrium.

For an elastic, isotropic structure, \( W^*_{\varepsilon} = W_v \) and \( V^*_{E} = V_E \). However, the variations of these quantities that appear in the foregoing principles are not equal since in the PMPE, the displacements are varied; while in the PMCE, the stresses are varied.

### 10.7 Direct Variational Methods

#### 10.7.1 Motivation

As we mentioned in the introductory comments to this chapter, the accelerated prominence of energy methods for the solution of elasticity problems is a fairly recent development. The underlying basis of most of the computer-based techniques, which have come to be known as finite element methods, are the previously derived variational principles, together with the appropriate numerical analysis algorithms. Using the PMPE as an example, functions that satisfy the kinematic constraints are selected to represent the dependent variables, which are most frequently generalized displacements. These so-
called shape or comparison functions are scaled in accordance with the PMPE to provide the best approximation to equilibrium. To be specific, recall how a sine wave may closely match the deformation of a simply supported beam, both under static loading and in free vibration.

In the course of introducing shape functions to represent the generalized displacements, the extremum problem of the calculus of variations is transformed to the maximum-minimum problem of the classical calculus. Such techniques are termed direct variational methods. The treatment of the vibration of elastic bodies by Lord Rayleigh (John W. Strutt) in Theory of Sound [10.6] is probably the origin of this approach, and it is fitting that the Rayleigh-Ritz method be recognized as the most prominent direct method.

10.7.2 Rayleigh–Ritz Method

To illustrate the Rayleigh–Ritz idea, we focus on Eq. (10.53) where both $W_v$ and $V_E$ are regarded as functions of the displacement field $u_i$. We select kinematically admissible polynomials for each $u_i$ consisting of $n_i$ terms

$$u_i \simeq \tilde{u}_i = C_{i0} + C_{i1}x + C_{i2}y + C_{i3}z + C_{i4}x^2 + \cdots$$

$$+ C_{ij}x^m y^p z^q + \cdots + C_{in_i} x^{\bar{m}} y^{\bar{p}} z^{\bar{q}} \quad (i = 1, 2, 3),$$

(10.57)

where the $C_{ij}$ are as yet undetermined coefficients; $u_i$ represents $u_x$, $u_y$, and $u_z$, in turn; and $m$, $p$ and $q$ are the exponents of $x$, $y$ and $z$ up to $\bar{m}$, $\bar{p}$ and $\bar{q}$, in each polynomial.

After the introduction of the three Eqs. (10.57) into Eq. (10.2), expressed in terms of displacements using Eqs. (10.3) and (3.14), and then into Eqs. (10.52) and (10.53), the subsequent integration and minimization leads to

$$\delta \Pi(\tilde{u}_i) = \sum_{j=1}^{n_i} \frac{\partial \Pi}{\partial C_{ij}} \delta C_{ij},$$

(10.58)

where the usual summation convention applies on $i$.

Since the variations $\delta C_{ij}$ are arbitrary. Eq. (10.58) may be satisfied only if

$$\frac{\partial \Pi}{\partial C_{ij}} = 0 \quad i = 1, 2, 3; \quad j = 1, 2, \ldots, n_i,$$

(10.59)

which produce a set of $3(n_1 + n_2 + n_3)$ simultaneous algebraic equations for the unknown coefficients. With the coefficients $C_{ij}$ evaluated, Eqs. (10.57) represent the displacements over the domain; the strains and stresses may be computed accordingly from the laws of the theory of elasticity.

A similar technique may be applied to minimize the functional $\Pi^*$ given by Eq. (10.56).

10.7.3 Torsion of Rectangular Cross Section

We return to the St. Venant torsion solution for an illustration of the Rayleigh–Ritz method. Here, we study a rectangular cross section as shown in Fig. 10.4, an elusive problem by analytical means.
First, we consider the strain energy $W_\nu$ defined by Eq. (10.2) with the density $W$ given by Eq. (10.4). Based on the developments in Section 6.4.2, the formulation is in terms of the stress function $\phi$:

$$W = \frac{1}{4\mu} \sigma_{ij} \sigma_{ij}$$

$$= \frac{2}{4\mu} \left[ (\sigma_{xz})^2 + (\sigma_{yx})^2 \right]$$

$$= \frac{1}{2G} \left[ (\phi,\nu)^2 + (\phi,\nu_x)^2 \right], \quad (10.60)$$

and the strain energy per unit length is given by

$$W_\nu = \frac{1}{2G} \iint \left[ (\phi,\nu)^2 + (\phi,\nu_x)^2 \right] \, dx \, dy. \quad (10.61)$$

Next, the corresponding potential of the applied loads is given in the form of Eq. (10.52c), using Eq. (6.84):

$$V_E = -M\alpha = -2\alpha \int_A \phi \, dA. \quad (10.62)$$

Forming the functional as defined in Eq. (10.53), we have

$$\Pi = \iint \left\{ \frac{1}{2G} \left[ (\phi,\nu)^2 + (\phi,\nu_x)^2 \right] - 2\alpha\phi \right\} \, dx \, dy. \quad (10.63)$$

At this point, we could address Eq. (10.63) directly, seeking a function $\phi$ that is a solution to $\delta\Pi = 0$, which is a traditional problem in the calculus of variations. However, we follow the Rayleigh–Ritz approach whereby we assume a solution in the form [10.7].
This approximation satisfies the condition that $\phi$ must vanish on the boundaries $x = \pm D, y = \pm B$.

The solution proceeds by substituting Eq. (10.64) into Eq. (10.63) and integrating over the area to get the approximate functional $\Pi$. Thus, the variational problem is transformed into a calculus problem, for which the equations

$$\frac{\partial \Pi}{\partial C_{mn}} = 0$$

are used to obtain a set of simultaneous equations for the $C_{mn}$ coefficients.

We do not carry out a detailed solution for this problem; however, we may illustrate with a coarse approximation, a single term of Eq. (10.64) and a square cross section $B = D$,

$$\phi = C_0 (x^2 - B^2)(y^2 - B^2).$$

After evaluating

$$\phi_{,y} = 2C_0 (x^2 - B^2)y$$
$$\phi_{,x} = 2C_0 (y^2 - B^2)x,$$

we are ready to substitute Eqs. (10.66) and (10.67) into Eq. (10.63). However, since we may anticipate integrating to find $\Pi$ and then taking $\partial \Pi/\partial C_0$, it is expedient to commute these operations and write the minimum condition as

$$\frac{\partial \Pi}{\partial C_0} = \int_{-B}^{B} \int_{-B}^{B} \left\{ \frac{1}{2G} \left[ 2\phi_{,y} \frac{\partial (\phi_{,y})}{\partial C_0} + 2\phi_{,x} \frac{\partial (\phi_{,x})}{\partial C_0} \right] - 2x \frac{\partial \phi}{\partial C_0} \right\} \, dx \, dy = 0 \quad (10.68)$$

or

$$\int_{-B}^{B} \int_{-B}^{B} \left\{ \frac{1}{2G} \left[ 4C_0 (x^2 - B^2)^2 y^2 + 4C_0 (y^2 - B^2)^2 x^2 \right] - 2x(x^2 - B^2)(y^2 - B^2) \right\} \, dx \, dy = 0. \quad (10.69)$$

After integration and simplification, this gives

$$C_0 = \frac{5}{8} \frac{G \alpha}{B^2}, \quad (10.70)$$

and, from Eq. (6.84),

$$M_z = 2 \int_A \phi \, dA = 2 \int_{-B}^{B} \int_{-B}^{B} \frac{5}{8} \frac{G \alpha}{B^2} (x^2 - B^2)(y^2 - B^2) \, dx \, dy$$

$$= \frac{20}{9} \frac{G \alpha B^4},$$

which differs by just over 1% from the correct solution [10.7]
Timoshenko and Goodier [10.7] have also used a three-term approximation,

\[ \bar{\phi} = (x^2 - B^2)(y^2 - B^2)[C_0 + C_1(x^2 + y^2)] \]  

(10.72)

where \( C_1 \) is a combined coefficient due to symmetry. The resulting \( M_z \) is but 0.15\% from the correct value. However, the corresponding error in the maximum shear stress is about 4\%. The distribution of the shearing stresses is quite similar to the elliptical cross section, as previously illustrated in Section 6.4.3, with maxima at the center of the sides decreasing to zero at the corners.

Considering that \( M_z \) was approximated almost exactly, the relatively large error in the maximum shear stress may be surprising; however, we recall that the stresses are obtained by differentiation of \( \phi \), Eqs. (6.65), so that they may indeed be less accurate. This demonstrates that extreme care should be exercised in measuring convergence for approximate solutions, specifically the most highly differentiated quantities should be considered. In this case, more terms in the approximation will improve convergence.

10.7.4 Commentary

Although a considerable mathematical simplification is accomplished, in principle, with the Rayleigh–Ritz technique, two rather formidable obstacles are evident once more complex problems are investigated. First, it may be difficult to find kinematically admissible representations for displacement functions over the entire domain. Secondly, if appropriate functions are found, the resulting set of simultaneous algebraic equations may be rather large if suitable accuracy is to be achieved.

These obstacles have been overcome by two modern developments. The first is the notion that perhaps it is sufficient for the approximate displacement functions to span over only a portion or element of the continuum and to be constrained to satisfy interelement continuity. This was apparently recognized early on by Courant and Hilbert [10.8], but was not fully exploited, perhaps since it exacerbates the second obstacle by producing even more simultaneous equations. The ultimate solution is achieved by the use of a high-speed digital computer with its ability for “number-crunching.” Properly ordered, tens of thousands of simultaneous equations may be solved routinely.

The prophesy of Euler, quoted in the introductory section of this chapter, has been richly fulfilled by the development of the finite element method. Yet, we should not dismiss the rigorous analytical solutions demanded by the theory of elasticity as archaic, for the finite element solutions are still approximations. They need to be calibrated with selected analytical solutions, both numerically and judgmentally, to establish confidence and to quantify errors. In the opinion of the author, total reliance on finite element methods or other numerical techniques that are implemented in “black box” computer programs is surely unwise, probably uneconomical, and possibly unsafe.
Exercises

10.1 Consider the right half of the thin plate shown as Problem 7.8. The boundary conditions, which represent a diaphragm, are given by

\[ u_x = 0 \quad \text{along} \quad y = 0 \quad \text{and} \quad y = b \]
\[ u_y = 0 \quad \text{along} \quad x = 0 \quad \text{and} \quad x = a \]

For a constant body force \( f_y = 0 \), consider the PVD and the Rayleigh–Ritz method with displacement functions in the form

\[ u_x = \sum_{n=1}^{\infty} \left( C_{on} + \sum_{m=1}^{\infty} C_{mn} \cos \left( \frac{m \pi x}{a} \right) \right) \sin \left( \frac{n \pi y}{b} \right) \]
\[ u_y = \sum_{m=1}^{\infty} \left( D_{om} + \sum_{n=1}^{\infty} D_{mn} \cos \left( \frac{n \pi y}{b} \right) \right) \sin \left( \frac{m \pi x}{a} \right) \]

Assuming \( m = n = 1 \), compute the displacements, strains, and stresses for a square plate with \( a = b \).

10.2 Use the PPF to verify the solution Eq. (6.62) for the rate of twist in the circular rod subject to a constant torque shown in Fig. 6.5.

10.3 Re-solve the St. Venant torsion of a square cross section discussed in Section 10.7.3 using the improved approximation Eq. (10.72) and evaluate the shear stresses. Compare these results to the values obtained from the one-term approximation.

10.4 Show that Eq. (10.6) can be written in terms of the engineering material constants as [10.9]

\[ W = \frac{1}{2E} (\sigma_{11}^2 + \sigma_{22}^2 + \sigma_{33}^2) - \frac{\mu}{E} (\sigma_{12} \sigma_{21} + \sigma_{13} \sigma_{31} + \sigma_{23} \sigma_{32}) \]

for a triaxial stress state, \( \sigma_{ij} = 0 \) \( (i \neq j) \).

10.5 A state of plane strain relative to the \((x, y)\) plane has a strain energy density function given by

\[ W = \frac{1}{2} b_{11} \varepsilon_{xx}^2 + b_{22} \varepsilon_{yy}^2 + b_{33} \varepsilon_{yy}^2 + 2b_{12} \varepsilon_{xx} \varepsilon_{yy} + 2b_{13} \varepsilon_{xx} \varepsilon_{xy} + 2b_{23} \varepsilon_{yy} \varepsilon_{xy} \]

where the \( b_{ij} \) are elastic coefficients. Derive the equations of equilibrium in terms of the displacements \( u_x(x, y) \) and \( u_y(x, y) \) including the effects of body forces [10.10].

References


CHAPTER 11

Strength and Failure Criteria

11.1 Introduction

The application of the rigorous methods of analysis embodied in the theory of elasticity is naturally of interest to engineers. While a broad discussion of this issue is beyond our scope, it is of interest to introduce the fundamental basis of such application, namely, the comparison of the analytical results obtained from an elasticity solution to the expected capacity of the resisting material.

Historically, the capacity of a specific material has been stated in terms of a failure criteria, whereby the exceedance of a critical value of a controlling parameter marks the limit of the functional range. More recently, it has been recognized that factors other than an explicit extreme failure criterion may govern the limit, such as excessive flexibility or fatigue. Therefore, we choose to add the term strength criteria, which implies that there may be additional considerations in assessing the utility of the material. Furthermore, we restrict the discussion to criteria that are correlated to the pointwise focus of the theory, and thereby exclude stability considerations which are strongly controlled by topological parameters.

11.2 Isotropic Materials

11.2.1 Classical Tests

For isotropic materials, it is helpful to discuss the measures of capacity with respect to tests that are easily performed on small specimens. Most common are the uniaxial tensile test and the torsion test, which imparts a state of pure shear. The state of stress in the x-y plane from each of these tests is shown in Figure 11.1. Within each element, the state of stress for a rotation of 45° is shown since this orientation produces the maximum shear stress in the tension test and the maximum extensional stress in the shear test.

For calculation purposes, we assume a circular cross section of radius B
for each test with an area $A = \pi B^2$ and polar moment of inertia, Eq. 6.60(b), of $J_c = \frac{\pi B^4}{2}$.

It is of interest in what follows to carry out a rather complete analysis and comparison of key parameters in the two classical tests. The parameters of interest are measures of stress, strain and energy.

We first consider stress quantities. In the tensile test, the load produces an axial stress

$$\sigma_{xx}^p = \frac{P}{A} = \frac{P}{\pi B^2} \quad (11.1)$$

while in the torsion test, the torque produces a shearing stress, Eq. (6.61)

$$\sigma_{xy}^T = \frac{TB}{J_c} = \frac{2T}{\pi B^3}. \quad (11.2)$$

On the 45° planes, the respective stresses are

$$\sigma_{x'y'}^p = -\frac{1}{2} \sigma_{xx}^p \quad (11.3)$$

from Eq. (2.13) with $\alpha_{x'x} = \frac{\sqrt{2}}{2}$ and $\alpha_{y'x} = -\frac{\sqrt{2}}{2}$ for the tensile test, and

$$\sigma_{x'y'}^T = \sigma_{xy}^T \quad (11.4)$$

for the torsion test since the stress state is pure shear.
We may also evaluate the octahedral shearing stresses for each case using Eq. (2.84b). For the tensile test,

\[
\sigma_{ns}^{\text{oct} P} = \frac{1}{3} [(\sigma_{xx}^P)^2 + (-\sigma_{xx}^P)^2]^{1/2} = \frac{2}{3} \sigma_{xx}^P
\]  
(11.5)

\[
\sigma_{ns}^{\text{oct} T} = \frac{1}{3} [(\sigma_{xy}^T + \sigma_{xy}^T)^2 + (-\sigma_{xy}^T)^2 + (-\sigma_{xy}^T)^2]^{1/2} = \frac{\sqrt{6}}{3} \sigma_{xy}^T
\]  
(11.6)

Turning to the strains, for the tensile test the maximum normal strain is

\[
\varepsilon_{xx}^P = \frac{\sigma_{xx}^P}{E}
\]  
(11.7)

while the corresponding value in the torsion test may be evaluated from Eq. (4.29b), referred to the 45° axes,

\[
\varepsilon_{xx}^T = \frac{1}{E} [\sigma_{xy}^T - v(-\sigma_{xy}^T)] = \frac{1 + v}{E} \sigma_{xy}^T.
\]  
(11.8)

We now consider energy measures. The strain energy density for a uniaxial load is given by Eq. (10.7b), which is for this case

\[
W = \frac{1}{2E} (\sigma_{xx}^P)^2.
\]  
(11.9)

In the torsion test

\[
W = \frac{1}{2E} [(\sigma_{xy}^T)^2 + (-\sigma_{xy}^T)^2] = \frac{1}{E} (\sigma_{xy}^T)^2.
\]  
(11.10)

Finally, we consider the strain energy density of distortion, as derived in Eq. (10.14). For the tensile test,

\[
W_0 = \frac{1}{12G} [(\sigma_{xx}^P)^2 + (-\sigma_{xx}^P)^2] = \frac{1}{6G} \sigma_{xx}^{p2}
\]  
(11.11)

while for the torsion test,
Recall from Eq. (10.15) that the octahedral shearing stress and $W_0$ are related.

### 11.2.2 Failure Theories

We first designate the states of stress, strain and energy for the limit states of the tension and torsion tests by the subscript $c$, standing for capacity. Thus, the failure loads are $P_c$ and $T_c$, the stresses $\sigma_{xx}^c$, etc. Next, strength theories are postulated whereby a single parameter, such as a state of stress, strain, and/or energy at a point in an elastic body, is correlated to the like state in either the tensile or torsion test situation. Six such theories, referred to a tension test, are summarized in Table 11.1 [11.1].

It is obvious that a parallel table could be produced with the torsion test limits replacing the tension test values. An interesting format for comparing the dual statements is presented in Table 11.2 after Boresi, et al. [11.1].

Experimental evidence for metals suggests that the shear yield stress $\sigma_I^y$ is in the range of 0.5 to 0.58 of the tensile yield stress $\sigma_{xx}^y$, giving credence to the maximum shearing stress and octahedral shearing stress criteria. For more complex materials, it is advantageous to work with nondirectional or invariant quantities such as energy.

### 11.2.3 Invariants

A direct relationship between the invariants of the stress tensor, which are stated in terms of the principal stresses in Eq. (2.61), and the strain energy of distortion or octahedral shearing stress criteria may be established.

Initially, the hydrostatic stresses are discounted as a contributor to the plastic deformation of metals, in accordance with experimental observations [11.2]. As a result, the mean normal stress as defined in Eq. (3.48) is disregarded. Since this quantity is proportional to the first invariant, we concentrate on the second and third invariants, defined in Eqs. (2.61) and (2.63), respectively, as

$$J_2 = \frac{1}{2} [\sigma^{(1)^2} + \sigma^{(2)^2} + \sigma^{(3)^2}] \quad (11.13)$$

and

$$J_3 = \frac{1}{3} [\sigma^{(1)^3} + \sigma^{(2)^3} + \sigma^{(3)^3}] \quad (11.14)$$

In Section 3.5, the stress tensor was represented as the sum of a mean normal stress component and a stress deviator component, Eqs. (3.47)-(3.50).
Table 11.1

<table>
<thead>
<tr>
<th>Theory/Criteria</th>
<th>Statement</th>
<th>Applicability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum principal stress (Rankine's criterion)</td>
<td>Inelastic action begins when the maximum principal stress at any point $\sigma^{(1)}$, reaches the tensile yield stress of the material, $\sigma_y$.</td>
<td>Normal and shear stresses acting on other planes have no influence. Limited to materials that fail by brittle fracture since, for ductile materials, $\sigma^{(1)}$ is much less than $\sigma_y$.</td>
</tr>
<tr>
<td>Maximum shearing stress (Tresca's or Coulomb's criterion)</td>
<td>Inelastic action begins when the maximum shearing stress at any point in a member, $\sigma^{\text{max}}$, reaches the value which occurs in a tensile specimen at the onset of yielding, $\frac{1}{2}\sigma_y$.</td>
<td>Justified for ductile materials in which fairly high shears are developed.</td>
</tr>
<tr>
<td>Maximum strain (St. Venant's criterion)</td>
<td>Inelastic action begins when the maximum (normal) strain of any point in a member, $\varepsilon^{(1)}$, reaches the value which occurs in a tensile specimen at the onset of yielding, $\frac{1}{E}\sigma_y$.</td>
<td>Improvement over maximum principal stress criterion since it accounts for biaxial and triaxial stress states. Does not reliably predict failures in ductile materials but is widely used for brittle materials such as concrete.</td>
</tr>
<tr>
<td>Strain energy density (Beltrami and Haigh criterion)</td>
<td>Inelastic action begins when the strain energy density at any point, $W$, is equal to the value which occurs in a tensile specimen at the onset of yielding $\frac{1}{2E}(\sigma_y)^2$.</td>
<td>Not applicable for biaxial and triaxial stress states.</td>
</tr>
<tr>
<td>Strain energy density of distortion (Huber, von Mises, Hencky criterion)</td>
<td>Inelastic action begins when the strain energy density of distortion at any point, $W_0$, is equal to the value which occurs in a tensile specimen at the onset of yielding $\frac{1}{6G}(\sigma_y)^2$.</td>
<td>Accounts for the delay of inelastic action under large hydrostatic stresses. Associates failure with energy absorbed in changing shape, since hydrostatic stresses are associated with volume change only.</td>
</tr>
<tr>
<td>Octahedral shearing stress</td>
<td>Inelastic action begins when the octahedral shearing stress at any point, $\sigma^{\text{oct}}$, is equal to the value which occurs in a tensile specimen at the onset of yielding $\frac{\sqrt{2}}{3}\sigma_y$.</td>
<td>Same as strain energy of distortion.</td>
</tr>
</tbody>
</table>
### Table 11.2

<table>
<thead>
<tr>
<th>Failure Criterion</th>
<th>Value from Tensile Test</th>
<th>Value from Torsion Test</th>
<th>Relationship between $\sigma_{xx}^{T}$ and $\sigma_{xy}^{T}$ if criterion is correct for both states (2) = (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum principal stress</td>
<td>$\sigma^{(1)} = \sigma_{xx}^{P}$</td>
<td>$\sigma^{(1)} = \sigma_{xy}^{T}$</td>
<td>$\sigma_{xy}^{T} = \sigma_{xx}^{P}$</td>
</tr>
<tr>
<td>Maximum shearing stress</td>
<td>$\sigma_{ns}^{max} = \frac{1}{2} \sigma_{xx}^{P}$</td>
<td>$\sigma_{ns}^{max} = \sigma_{xy}^{T}$</td>
<td>$\sigma_{xy}^{T} = 0.5 \sigma_{xx}^{P}$</td>
</tr>
<tr>
<td>Maximum strain</td>
<td>$\varepsilon^{(1)} = \frac{1}{E} \sigma_{xx}^{P}$</td>
<td>$\varepsilon^{(1)} = 1 + \nu \sigma_{xy}^{T}$</td>
<td>$\sigma_{xy}^{T} = \frac{1}{1 + \nu} \sigma_{xx}^{P}$</td>
</tr>
<tr>
<td>Strain energy density</td>
<td>$W = \frac{1}{2E} (\sigma_{xx}^{P})^2$</td>
<td>$W = \frac{1}{E} (\sigma_{xy}^{T})^2$</td>
<td>$\sigma_{xy}^{T} = 0.707 \sigma_{xx}^{P}$</td>
</tr>
<tr>
<td>Strain energy density of distortion</td>
<td>$W_{0} = \frac{1}{6G} (\sigma_{xx}^{P})^2$</td>
<td>$W_{0} = \frac{1}{2G} (\sigma_{xy}^{T})^2$</td>
<td>$\sigma_{xy}^{T} = 0.577 \sigma_{xx}^{P}$</td>
</tr>
<tr>
<td>Octahedral shearing stress</td>
<td>$\sigma_{ns}^{oct} = \frac{\sqrt{2}}{3} \sigma_{xx}^{P}$</td>
<td>$\sigma_{ns}^{oct} = \frac{\sqrt{6}}{3} \sigma_{xy}^{T}$</td>
<td>$\sigma_{xy}^{T} = 0.577 \sigma_{xx}^{P}$</td>
</tr>
</tbody>
</table>

Following a construction suggested by Prager and Hodge [11.3], the normal stress on the octahedral surface is entirely due to $\sigma_M$ while $\sigma_D$ produces only the octahedral shearing stress. Hence, the Cartesian components of the octahedral shearing stress can be computed from Eq. 2.21(a) as

$$\sigma_{ns(k)}^{oct} = T_{k} \quad k = 1, 2, 3$$  \hspace{1cm} (11.15)

since $\sigma_{ns(k)}^{oct} = 0$. $T_k$ in each case is found as

$$T_{k} = \sigma_{D}^{(k)} n_{k}$$  \hspace{1cm} (11.16)

following Eq. (2.11) written for principal stresses. Since

$$n_{k} = \frac{1}{\sqrt{3}} \quad k = 1, 2, 3$$  \hspace{1cm} (11.17)

from Eq. (2.82), the components of $T_k$ are

$$T_{1} = \sigma_{D}^{(1)} \frac{1}{\sqrt{3}}, \quad T_{2} = \sigma_{D}^{(2)} \frac{1}{\sqrt{3}}, \quad T_{3} = \sigma_{D}^{(3)} \frac{1}{\sqrt{3}}$$  \hspace{1cm} (11.18)

and, from Eq. (2.84b),

$$\sigma_{ns}^{oct} = \left\{ \frac{1}{3} \left[ (\sigma_{D}^{(1)})^2 + (\sigma_{D}^{(2)})^2 + (\sigma_{D}^{(3)})^2 \right] \right\}^{1/2} = \left[ \frac{2}{3} J_{2D} \right]^{1/2}$$  \hspace{1cm} (11.19)

in view of Eq. (11.13).
The octahedral shearing stress is thus shown to be proportional to the second invariant of the stress deviator. Likewise, the strain energy density of distortion is related to that quantity.

11.3 Yield Surfaces

11.3.1 General

Since the state of stress at a point is specified by the value of six independent stress components $\sigma_{ij}$ referred to an arbitrary set of orthogonal coordinate axes $x$, $y$, $z$, it might seem that a general stress criteria would be a function in six-dimensional space, $f(\sigma_{xx}, \sigma_{yy}, \sigma_{zz}, \sigma_{xy}, \sigma_{yz}, \sigma_{zx}) = 0$. Choosing the principal axes as the basis eliminates the shear stresses $\sigma_{ij} (i \neq j)$ and does not reduce generality for isotropic systems. This produces yield criteria in terms of a three-dimensional principal stress space $f(\sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)}) = 0$. The states of stress referred to both sets of axes are shown in Fig. 11.2(a).

It is informative to demonstrate these criteria using yield surfaces which are an essential component of the theory of plasticity [11.4]. The yield sur-

Fig. 11.2(a). Three-dimensional state of stress and space diagonal.
face is produced by all points that satisfy a particular strength criteria. In the
three-dimensional principal stress space, the surface may be visualized as a
prism, with the axis along the space diagonal \( \sigma^{(1)} = \sigma^{(2)} = \sigma^{(3)} \), which is the
ray \( OC \) as shown in Fig. 11.2(a). Since the stress state \( \sigma \) may be resolved into
a mean normal component \( \sigma_M \) and a stress deviator component \( \sigma_D \), as dis­
cussed in Section 3.5, the cross section of the prism essentially represents \( \sigma_D \).
Any point on the yield surface may be represented by the sum of the mean
and deviatoric components. From Eqs. (3.48)–(3.52), we have
\[
(\sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)}) = (\sigma_m, \sigma_m, \sigma_m) = (\sigma_D^{(1)}, \sigma_D^{(2)}, \sigma_D^{(3)}).
\]  
(11.20)
For the principal stresses determined in Section 2.4.3, \( \sigma^{(1)} = -1168, \sigma^{(2)} = 
1380, \sigma^{(3)} = 988.
\[
\sigma_m = \frac{1}{3}(-1168 + 1380 + 988) = 400
\]
\[
\sigma_D^{(1)} = -1168 - 400 = -1568
\]
\[
\sigma_D^{(2)} = 1380 - 400 = 980
\]
\[
\sigma_D^{(3)} = 988 - 400 = 588
\]
Check: \( \sigma_D^{(1)} + \sigma_D^{(2)} + \sigma_D^{(3)} = -1568 + 980 + 588 = 0 \) after Eq. (3.54).

The cross section of the prism may be plotted on any plane perpendicular
to the space diagonal. Such planes have the equation \( \sigma^{(1)} + \sigma^{(2)} + \sigma^{(3)} = 
\) constant [11.4]. As suggested by Calladine [11.4], the plane passing through
the origin is conveniently selected and called the \( \Pi \)-plane, Fig. 11.2(b), and
the corresponding cross-sectional boundary is the so-called C-curve, Fig.
11.2(c).

Also, a triangular grid may be inscribed on the \( \pi \)-plane, which represents

Fig. 11.2(b). Plan view of the \( \pi \)-plane [11.3].
a view of a cubic lattice in the first octant, as shown by the shaded unit cube and on the inset of Fig. 11.2(b). Point A represents a principal stress state $\sigma^{(i)} = (1, 4, 2)$.

Sliding along the space diagonal gives parallel cross sections corresponding to various values of the hydrostatic stress $\sigma_M$. But various yield conditions can be represented on the $\pi$-plane.

### 11.3.2 Tresca Yield Condition

The maximum shearing stress criteria in Table 11.1 may be stated in terms of the principal stresses by Eq. (2.87), which is rewritten for our purposes here as

$$\sigma^{(i)} - \sigma^{(j)} = 2\sigma_{\text{max}} = 2k \quad (11.21)$$

where $k$ is the limiting value of the shear stress. Taking for the moment

$$\sigma^{(1)} > \sigma^{(2)} > \sigma^{(3)} \quad (11.22)$$

the projection of the stress point, Eq. (11.21) with $i = 1, j = 3$ lies between the projections of the $(+)$ $\sigma^{(1)}$ axis and the $(-)\sigma^{(3)}$ axis on the $\pi$-plane and

$$\sigma^{(1)} - \sigma^{(3)} = 2k \quad (11.23)$$
is a straight line perpendicular to the bisector of the boundaries of the region. Each of the other five permutations of Eq. (11.22) will produce similar lines, and the composite $C$-hexagon is shown in Fig. 11.3.

Within the theory of elasticity we focus on the states of stress within or impinging on the yield surface. From that point, plastic deformation will ensue and a more inclusive theory is required. This is briefly elaborated on in Sec. 11.5.

### 11.3.3 von Mises Yield Condition

The yield condition attributed to R. von Mises is represented by a circle replacing the hexagon on the $\pi$-plane, as shown in Fig. 11.4. The circle is the intersection of a sphere of radius $r$

$$(\sigma^{(1)})^2 + (\sigma^{(2)})^2 + (\sigma^{(3)})^2 = r^2$$

in the stress space and the plane

$$(\sigma^{(1)}) + (\sigma^{(2)}) + (\sigma^{(3)}) = 0.$$  

Since Eq. (11.25) is identically satisfied by the components of $\sigma_D$, the required equation is

$$(\sigma_D^{(1)})^2 + (\sigma_D^{(2)})^2 + (\sigma_D^{(3)})^2 = r^2.$$  

---

To locate a point along the line defined in Eq. (11.23) on Fig. 11.2(b), find $\sigma^{(1)}$ on the $\sigma^{(1)}$ axis and move along the grid parallel to the $-\sigma^{(3)}$ axis. Then find $\sigma^{(3)}$ on the $-\sigma^{(3)}$ axis and move along the grid parallel to the $\sigma^{(1)}$ axis. The intersection lies on the line.
The radius $r$ is evaluated to make the circle coincide with the Tresca hexagon in the $\pi$-plane for states of pure tension and compression. With the yield stress in pure tension $= \sigma_y$, we compute the radius as the projection of the radius vector $\sigma(1)e_x = \sigma_y e_x$ onto the $\pi$-plane. Denoting the angle of inclination between the vector and the $\Pi$-plane as $\theta_x$, we have

$$e_x \cdot \left( \frac{1}{\sqrt{3}} e_x + \frac{1}{\sqrt{3}} e_y + \frac{1}{\sqrt{3}} e_z \right) = \cos \left( \frac{\pi}{2} - \theta_x \right) = \frac{1}{\sqrt{3}}$$

(11.27)

since the axis of the prism is along the space diagonal. This simplifies to

$$\sin \theta_x = \frac{1}{\sqrt{3}}$$

(11.28a)

or

$$\theta_x = \cos^{-1} \frac{2}{\sqrt{3}}$$

(11.28b)

from which

$$r = \sigma_y \frac{2}{\sqrt{3}}$$

(11.29)

and Eq. (11.26) becomes

$$(\sigma_D^{(1)})^2 + (\sigma_D^{(2)})^2 + (\sigma_D^{(3)})^2 = \frac{2}{3} \sigma_y^2,$$

(11.30a)

which may also be written as

$$[\sigma^{(1)} - \sigma^{(2)}]^2 + [\sigma^{(2)} - \sigma^{(3)}]^2 + [\sigma^{(3)} - \sigma^{(1)}]^2 = 2\sigma_y^2.$$  

(11.30b)
In terms of the stress deviator invariant given by Eq. (11.13) with \( \sigma^{(i)} = \sigma_B^{(i)} \), eq. (11.30a) becomes
\[
\sigma_Y = \sqrt{3J_{2D}}. \tag{11.31}
\]
The Tresca criterion Eq. (11.21), written in terms of the yield stress \( \sigma_Y = 2k \), is
\[
\max \{|\sigma^{(1)} - \sigma^{(2)}|, \; |\sigma^{(2)} - \sigma^{(3)}|, \; |\sigma^{(3)} - \sigma^{(1)}|\} = \sigma_Y. \tag{11.32}
\]
Comparing Eq. (11.30b) to Eq. (11.32), Calladine [11.4] observed that the Mises condition is related to the rms of the principal stress differences while the Tresca condition considers only the largest absolute value. He also calculates that the differences between the two criteria are at most 15%.

\subsection*{11.3.4 General Criterion for Isotropic Media}

The Tresca and von Mises yield conditions are based on the stress deviator \( \sigma_B \) and thus are essentially independent of the mean or hydrostatic stress \( \sigma_M \). This is appropriate for ductile materials but is not sufficiently broad to describe all isotropic materials, specifically those where the behavior is dependent on the hydrostatic pressure and the third stress invariant, Eq. (11.14). Examples of such materials cited by Podgorski [11.5] include plain concrete and sand.

The general failure criterion is expressed in terms of the octahedral shearing stress as
\[
A_0 + A_1 \sigma_{ns}^{oct} + A_2 (\sigma_{ns}^{oct})^2 = 0 \tag{11.33}
\]
where \( A_0 \) is a function of hydrostatic pressure only; and \( A_1 \) and \( A_2 \) depend on the second and/or third stress invariants. According to Podgorski [11.5], the von Mises yield condition derived in the previous section fits into this form with
\[
A_0 = -\sqrt{2/3J_{2D}}
\]
\[
J_{2D} = \frac{1}{2} \sigma_{D,ij} \sigma_{D,ii} = \frac{1}{2} \left[ (\sigma_B^{(1)})^2 + (\sigma_B^{(2)})^2 + (\sigma_B^{(3)})^2) \right]
\]
and
\[
A_1 = 1.
\]
Checking, we have
\[
A_0 = -\left[ 2 \cdot \frac{1}{3} \left[ (\sigma_B^{(1)})^2 + (\sigma_B^{(2)})^2 + (\sigma_B^{(3)})^2) \right] \right]^{1/2} = -\sigma_{ns}^{oct}.
\]
He also gives the requisite constants for the Tresca conditions. While both the von Mises and Tresca conditions represent yield surfaces with constant cross sections along the main stress axis, \( OC \), in Fig. 11.2(a), yield conditions that reflect dependence on the hydrostatic stress would be nonprismatic.
Conical, pyramidal and paraboloidal surfaces are represented by Eq. (11.33) [11.5].

11.4 Anisotropic Materials

11.4.1 Objectives

For anisotropic materials, it is desirable to have a criterion that is invariant with respect to coordinate transformation; treats interaction terms (such as between normal and shear stresses) as independent components; accounts for the difference in strengths due to positive and negative stresses; and can be specialized to account for different material symmetries, multidimensional space and multiaxial stresses [11.6].

On the other hand, the sixth-order tensor which would emerge from linking all of the stress components is forbidding, and a simpler form is preferred.

11.4.2 Failure Surface

As proposed by Tsai and Wu [11.6], the equation of a failure surface can be written as the sum of a second order tensor and a fourth order tensor.

\[ f(\sigma_i) = F_i \sigma_i + F_{ij} \sigma_i \sigma_j = 1 \]  \hspace{1cm} (11.34)

in which \( i, j, k = 1, 2, \ldots, 6 \); \( F_i \) and \( F_{ij} \) are the components of the strength tensors; and the single subscripted stress \( \sigma_i \) represents the following components of stress:

\[
\begin{align*}
\sigma_1 &= \sigma_{11}, & \sigma_2 &= \sigma_{22}, & \sigma_3 &= \sigma_{33} \\
\sigma_4 &= \sigma_{23}, & \sigma_5 &= \sigma_{13}, & \sigma_6 &= \sigma_{12}
\end{align*}
\]

The ordering was apparently chosen to allow planar problems to be considered in the 2-3 plane, so that plane stress can be extracted as the second, third and fourth rows and columns without reordering.

The linear terms \( \sigma_i \) are useful to describe the difference between positive and negative (tension and compression) stress induced failures; and also load reversal phenomena, such as the Bauschinger effect which is a reduction of the yield stress upon loading in the direction opposite from the previous direction [11.5].

The quadratic terms \( \sigma_i \sigma_j \) define an ellipsoid in the stress space, which may be considered as a generalization of the sphere described in Sec. 11.3.3.

Following the symmetry argument presented for the generalized Hooke’s Law in Sec. 4.3, \([F_{ij}]\) is taken as symmetric and Eq. (11.34) can be written in matrix form as

\[
\{\sigma\}^T \{F_i\} + \{\sigma\}^T [F_{ij}] \{\sigma\} = 1
\]  \hspace{1cm} (11.35)
in which

\[ \{F_i\} = \{F_1, F_2, F_3, F_4, F_5, F_6\} \]  

(a)

\[ \begin{bmatrix} F_{11} & F_{12} & F_{13} & F_{14} & F_{15} & F_{16} \\ F_{12} & F_{22} & F_{23} & F_{24} & F_{25} & F_{26} \\ F_{13} & F_{23} & F_{33} & F_{34} & F_{35} & F_{36} \\ F_{14} & F_{24} & F_{34} & F_{44} & F_{45} & F_{46} \\ F_{15} & F_{25} & F_{35} & F_{45} & F_{55} & F_{56} \\ F_{16} & F_{26} & F_{36} & F_{46} & F_{56} & F_{66} \end{bmatrix} \]  

(b) (11.36)

and

\[ \{\sigma\} = \{\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5, \sigma_6\}. \]  

(c) (11.36)

It is necessary to constrain the terms of \([F_{ij}]\) such that the diagonal terms are positive and dominate the interaction terms. The latter is expressed in terms of a stability condition

\[ F_{ij} F_{(ij)} - F_{ij}^2 \geq 0. \]  

(11.37)

### 11.4.3 Specializations

Again, guided by the reductions for material symmetry used in Section 4.3, the tensors \(\{F_i\}\) and \([F_{ij}]\) may be specialized for some special cases. For a specifically orthotropic material, Eqs. (4.13), we assume that the sign of the shear stress does not change the failure stress to eliminate \(F_4, F_5, F_6\) and the shear-normal coupling terms \(F_{14}, F_{15}, F_{16}, F_{24}, F_{25}, F_{26}, F_{34}, F_{35}, F_{36}\). Further, if shear stresses are all uncoupled, we eliminate \(F_{45}, F_{46}, F_{56}\). Remaining are three terms in \(\{F_i\}\) and nine in \([F_{ij}]\), the same terms as in \([C_{ij}]\) in Eq. (4.13a). The off-diagonal coefficients \(F_{12}, F_{13}, F_{23}\) represent coupling between the normal strengths.

Another common case in composites is transverse or planar isotropy, which refers to a plane such as 2-3 shown in Fig. 11.5. The indices associated with the isotropic plane are identical, i.e.,

\[ F_2 = F_3, \quad F_{12} = F_{13}, \quad F_{22} = F_{33}, \quad F_{55} = F_{66}. \]  

(11.38)

Thus, Eq. (11.35) becomes

\[ \{\sigma\}^T \begin{bmatrix} F_1 \\ F_2 \\ F_2 \\ 0 \\ 0 \\ 0 \end{bmatrix} + \{\sigma\}^T \begin{bmatrix} F_{11} & F_{12} & 0 & 0 & 0 \\ F_{12} & F_{22} & 0 & 0 & 0 \\ F_{12} & F_{23} & 0 & 0 & 0 \\ F_{44} & F_{55} & 0 & 0 & 0 \end{bmatrix} \{\sigma\} = 1. \]  

(11.39)

We note that the two stress states shown in Fig. 11.5, pure shear and equal
principal tension and compression, are equivalent. Therefore, we may evaluate Eq. (11.39), first with \( \sigma_4(\sigma_{23}) = \sigma \), then with \( \sigma_2(\sigma_{22}) = \sigma \) and \( \sigma_3(\sigma_{33}) = -\sigma \), and equate the results. This gives an additional relationship between the components

\[
F_{44} = 2(F_{22} - F_{23})
\]  

so that the transverse isotropic case retains two independent \( F_i \) components and five \( F_{ij} \) components.

By extending Eqs. (11.39) and (11.40) to the other two orthogonal planes, creating a totally isotropic case, we get \( F_{11} = F_{22}, F_{44} = F_{55} \) and \( F_{12} = F_{23} \) with the components related by Eq. (11.39). This leaves one independent component in \( F_i \) and two in \( F_{ij} \). Further, if internal stresses are not considered, the \( F_i \) component is dropped to produce the expected two-parameter isotropic equation.

Another specialization proposed by Tsai and Wu [11.6] is to eliminate the failures due to the hydrostatic stress state \( \sigma^{(0)} = \sigma \), as defined in Section 2.6.5. The rationale for this assumption, which is known as zero volume change or incompressibility, has been presented in the preceding sections. For the general case, the assumption is implemented by setting \( \sigma_1 = \sigma_2 = \sigma_3 = \bar{\sigma} \) in Eq. (11.35), factoring the \( F_{ij} \) coefficients of \( \bar{\sigma} \), and zeroing the factor. This gives

\[
F_{11} + F_{22} + F_{33} + 2(F_{12} + F_{23} + F_{13}) = 0.
\]  

For the isotropic case, the direct stress components corresponding to (1, 2, 3) become identical. Likewise, the shear components (4, 5, 6). Thus, we have

\[
F_{22} = F_{33} = F_{11} \]

\[
F_{55} = F_{66} = F_{44}
\]

\[
F_{12} = F_{23} = F_{13} = -\frac{1}{2}F_{11}
\]

and, from Eq. (11.40)

\[
F_{44} = 2F_{11}[1 - (-\frac{1}{2})] = 3F_{11}.
\]

In summary, for incompressible isotropic materials with zero initial stress

\[
\{F_i\} = 0
\]
and

\[
\begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 \\
1 & -\frac{1}{2} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
3 & 0 & 0 \\
3 & 0 \\
3 
\end{bmatrix},
\]

(11.45)

Another case of practical interest is that of plane stress. Considering the 1-2 plane and Eqs. (11.35) and (11.36), we retain

\[\{\mathbf{F}_i\} = \{F_1 \ F_2 \ F_6\} \quad (a) \quad (11.46)\]

and

\[\begin{bmatrix}
F_{11} \\
F_{12} \\
F_{16} \\
F_{22} \\
F_{26} \\
F_{66}
\end{bmatrix}, \quad (b) \quad (11.46)\]

a total of 9 independent components. If the material is specifically orthotropic,\n
\[F_6 = F_{16} = F_{26} = 0 \quad (11.47)\]

as discussed earlier in this section. Thus, 2 and 4 components are retained in \(\{\mathbf{F}_i\}\) and \([\mathbf{F}_{ij}]\), respectively.

11.4.4 Evaluation of Components

The format presented in Eq. (11.34), or in matrix form in Eq. (11.35), requires the evaluation of the components of the strength tensors, \(\mathbf{F}_i\) and \(\mathbf{F}_{ij}\). Tsai and Wu [11.6] present a detailed discussion of the evaluation of the key components, which is of interest in providing some physical meaning to strength theories. It is helpful to expand Eq. (11.34) in explicit form as

\[
F_1 \sigma_1 + F_2 \sigma_2 + F_3 \sigma_3 + F_4 \sigma_4 + F_5 \sigma_5 + F_6 \sigma_6
+ F_{11} \sigma_1^2 + 2F_{12} \sigma_1 \sigma_2 + 2F_{13} \sigma_1 \sigma_3 + 2F_{14} \sigma_1 \sigma_4 + 2F_{15} \sigma_1 \sigma_5 + 2F_{16} \sigma_1 \sigma_6
+ F_{22} \sigma_2^2 + 2F_{23} \sigma_2 \sigma_3 + 2F_{24} \sigma_2 \sigma_4 + 2F_{25} \sigma_2 \sigma_5 + 2F_{26} \sigma_2 \sigma_6
+ F_{33} \sigma_3^2 + 2F_{34} \sigma_3 \sigma_4 + 2F_{35} \sigma_3 \sigma_5 + 2F_{36} \sigma_3 \sigma_6
+ F_{44} \sigma_4^2 + 2F_{45} \sigma_4 \sigma_5 + 2F_{46} \sigma_4 \sigma_6
+ F_{55} \sigma_5^2 + 2F_{56} \sigma_5 \sigma_6
+ F_{66} \sigma_6^2 = 1
\]

(11.48)

accounting for the symmetry relationship in Eq. (11.36).
To start, assume that a uniaxial stress is imposed on a specimen oriented along the 1-axis, and the measured tensile and compressive failure stresses are $\sigma^T_1$ and $\sigma^C_1$. Substitution into Eq. (11.48) with all other stresses equal to zero gives

$$ F_1 \sigma^T_1 + F_{11}(\sigma^T_1)^2 = 1 $$
$$ -F_1 \sigma^C_1 + F_{11}(\sigma^C_1)^2 = 1, $$

which yields

$$ F_1 = \frac{1}{\sigma^T_1} - \frac{1}{\sigma^C_1} $$

and

$$ F_{11} = \frac{1}{\sigma^T_1 \sigma^C_1} $$

Uniaxial tension and compression tests along the 2 and 3 axes give

$$ F_2 = \frac{1}{\sigma^T_2} - \frac{1}{\sigma^C_2} $$
$$ F_{22} = \frac{1}{\sigma^T_2 \sigma^C_2} $$

and

$$ F_3 = \frac{1}{\sigma^T_3} - \frac{1}{\sigma^C_3} $$
$$ F_{33} = \frac{1}{\sigma^T_3 \sigma^C_3} $$

where $\sigma^T_2$, $\sigma^C_2$, $\sigma^T_3$, $\sigma^C_3$ are the corresponding failure stresses.

Next, pure shear is imposed in the three horizontal planes producing

$$ F_4 = \frac{1}{\sigma^S_{23}} - \frac{1}{\sigma^S_{23}}, \quad F_{44} = \frac{1}{\sigma^S_{23} \sigma^S_{23}} $$
$$ F_5 = \frac{1}{\sigma^S_{13}} - \frac{1}{\sigma^S_{13}}, \quad F_{55} = \frac{1}{\sigma^S_{13} \sigma^S_{13}} $$
$$ F_6 = \frac{1}{\sigma^S_{12}} - \frac{1}{\sigma^S_{12}}, \quad F_{66} = \frac{1}{\sigma^S_{12} \sigma^S_{12}} $$

where $\sigma^S_{23}$, $\sigma^S_{13}$, $\sigma^S_{12}$, $\sigma^S_{13}$, $\sigma^S_{12}$, $\sigma^S_{12}$; are the positive and negative pure shear strengths in the 2-3, 1-3, and 1-2 planes, respectively.

The preceding procedures established all of the components of $F_i$ and the diagonal components of $F_{ij}$ and are relatively straightforward in principle.
The off-diagonal components relate to the interaction of two stress components and require more complicated tests.

A biaxial tension with

\[ \sigma_1 = \sigma_2 = \sigma_{12}^T; \quad \sigma_3 = \sigma_4 = \sigma_5 = \sigma_6 = 0 \] (11.54)

in Eq. (11.48) gives

\[ \sigma_{12}^T (F_1 + F_2) + (\sigma_{12}^T)^2 (F_{11} + F_{22} + 2F_{12}) = 1 \] (11.55)

from which

\[ F_{12} = \frac{1}{2(\sigma_{12}^T)^2} \left[ 1 - \sigma_{12}^T \left( \frac{1}{\sigma_1^T} - \frac{1}{\sigma_1^C} + \frac{1}{\sigma_2^T} - \frac{1}{\sigma_2^C} \right) - (\sigma_{12}^T)^2 \left( \frac{1}{\sigma_1^T \sigma_1^C} + \frac{1}{\sigma_2^T \sigma_2^C} \right) \right] . \] (11.56)

Also, biaxial compression \( \sigma_1 = \sigma_2 = \sigma_{12}^C \) could have been applied. Similarly, \( F_{23} \) and \( F_{31} \) can be determined using biaxial states \( \sigma_2 = \sigma_3 = \sigma_{23}^T \) or \( \sigma_{23}^C \), and \( \sigma_1 = \sigma_3 = \sigma_{13}^T \) or \( \sigma_{13}^C \). There are other tests, specifically 45° specimens, which are preferred by some investigators for determining the interaction terms, as discussed by Tsai and Wu [11.6].

For anisotropic materials, the components \( F_{16} \) are determined from an axial-torque combination performed on a tubular specimen with the 1-axis along the tube. This produces the desired tension-shear combination,

\[ \sigma_1 = \sigma_6 = \sigma_{16}^{TS}, \quad \sigma_2 = \sigma_3 = \sigma_4 = \sigma_5 = 0. \] (11.57)

Equation 11.48 becomes

\[ \sigma_{16}^{TS} (F_1 + F_6) + (\sigma_{16}^{TS})^2 (F_{11} + F_{66} + 2F_{16}) = 1 \] (11.58)

from which

\[ F_{16} = \frac{1}{2(\sigma_{16}^{TS})^2} \left[ 1 - \sigma_{16}^{TS} \left( \frac{1}{\sigma_1^{TS}} - \frac{1}{\sigma_1^{CS}} + \frac{1}{\sigma_{12}^T} - \frac{1}{\sigma_{12}^S} \right) \right. \]

\[ \left. - (\sigma_{16}^{TS})^2 \left( \frac{1}{\sigma_1^{TS} \sigma_1^{CS}} + \frac{1}{\sigma_{12}^T \sigma_{12}^S} \right) \right] . \] (11.59)

Also, compression shear \( \sigma_1 = \sigma_6 = \sigma_{16}^{CS} \) could have been used. Components \( F_{26} \) can be determined by the same test with the 1-axis along the circumference of the tube. If the tube axis coincides with the material symmetry axis, a specifically orthotropic material is produced for which \( F_{16} \) and \( F_{26} \) are zero.

Finally, it was indicated that such tests as the biaxial and the axial torque can be performed using either tension or compression. This leads to redundant measurements of the interaction terms, which may be used to establish the validity and accuracy of the procedure.

As a numerical illustration, Tsai and Wu [11.6] considered a unidirectional graphite-epoxy composite as a specifically orthotropic material. The 1-axis is oriented along the fibers and the 2-axis transverse to the fibers.
The strengths are
\[
\sigma_1^T = 150 \text{ ksi,} \quad \sigma_2^C = 100 \text{ ksi,}
\]
\[
\sigma_2^T = 6 \text{ ksi,} \quad \sigma_2^C = 17 \text{ ksi,}
\]
\[
\sigma_{12}^F = 10 \text{ ksi}
\]
which gives in Eqs. (11.46)
\[
\{ F_i \} = \{ F_1, F_2, F_6 \} = \{ -0.003, +0.108, 0 \}
\]
and
\[
[F_{ij}] = \begin{bmatrix}
0.00007 & \pm 0.0008 & 0 \\
0.0098 & 0 & 0.01 \\
\end{bmatrix}
\]
where \( F_{12} \) has been bounded as \( F_{12} = \pm \sqrt{F_{11}F_{22}} = \pm 0.0008 \) by Eq. (11.37). A more precise determination of \( F_{12} \) would require a combined test as discussed previously.

It is evident that the proper determination of material constants requires careful and appropriate testing and evaluation.

### 11.5 Failure of Structures

The preceding sections are directed toward the establishment of strength limitations based on the initiation of inelastic action. Barring premature failure due to loss of stability or fatigue, the loads that produce the yield condition at the critical point can be expected to be lower bounds on the actual capacity of the structure. That is, the entire system may possess the capability to resist loads beyond those corresponding to the criterion. Moreover, the concept of yield is associated with ductile materials, and brittle materials are also of considerable practical interest.

As suggested by Bazant and Mazars, [11.7] the two classical theories for the prediction of complete structural failure are (1) plasticity, which describes material failure distributed over a plastic zone and occurring throughout the entire plastic zone simultaneously; and (2) fracture mechanics, which describes material failure that is concentrated into a very small fracture process zone which propagates throughout the structure. Basically, plasticity would seem to be appropriate for ductile materials while fracture mechanics would apply to brittle materials.

For complex materials such as cement-based aggregate composites (concrete, mortar, fiber-reinforced concrete), rocks and soils, and various fibrous and particulate composites, a more elaborate theory may be appropriate. It has been suggested that the material failure begins simultaneously over a larger zone but then localizes into a relatively small zone that propagates throughout the structure. This concept is complicated by size effects, but
promises to somewhat unify some of the basic theories into a more general concept applicable for the prediction of the total failure of arbitrary structures.

**Exercises**

11.1 A closed ended thin walled cylinder of titanium alloy ($\sigma_Y = 800$ MPa) has an inside diameter of 38 mm and a wall of thickness of 2 mm. The cylinder is subjected to an internal pressure $p = 20.0$ MPa and an axial load $P = 40.0$ kN. Determine the torque $T$ that can be applied to the cylinder if the factor of safety for design is $FS = 2.00$. The design is based on the maximum shearing stress criterion of failure assuming that failure occurs at initiation of yielding [11.1].

11.2 Re-solve Problem 11.1 based on the maximum octahedral shearing stress criterion.

11.3 The 100-mm-diameter bar shown is made of a ductile steel that has a yield stress $\sigma_Y = 420$ MPa. The free end of the bar is subjected to a load $P$ making equal angles with the positive directions of the three coordinate axes. Using the maximum octahedral shearing stress criterion of failure, determine the magnitude of $P$ that will initiate yielding.

11.4 Consider a square shaft with a side dimension of 20 mm made of aluminum alloy with $\sigma_Y = 300$ MPa. The shaft is subjected to axial load and $P = 40$ kN.
(a) Determine the torque that can be applied to the shaft to initiate yielding.
(b) Determine the torque that can be applied if the shaft is designed for a factor of safety of 2.0 for both $P$ and $T$. Base the calculations on the octahedral shear stress criterion.

11.5 Consider the $\pi$-plane shown in Fig. 11.2(b). Verify that the lines which bisect the projections of the axes of principal stress correspond to state of pure shear. (Hint: Compute the principal deviatoric stresses corresponding to a state of pure shear and plot them on the $\Pi$-plane, or consider any two vectors corresponding
to known states of principal stress in the II-plane, add them to establish the direction of the resultant, and examine the corresponding state of principal stress [11.4].

11.6 Verify the equality of Eqs. (11.30a) and (11.31).
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CHAPTER 12

Something New

It was stated in the first introductory Section 1.1 that the theory of elasticity originated in the first half of the 19th century. Most of the original work supporting the presentation in this introductory text is many decades old.

Occasionally new developments emerge, even in such a mature theory. A recent contribution, notable because it is attributed to an elementary course in elasticity theory, was developed by Prof. R. Lakes of the University of Iowa. Spurred by the common notion that a real material cannot have a negative Poisson's ratio, as noted in Section 4.3, he developed a substance called antirubber that bulges in the middle when the ends are pulled, an indication of a negative Poisson's ratio. This was accomplished by collapsing or folding cells of polyurethane into a configuration, which is solidified after heating. Then, as the foam is pulled apart, the cells unfold and expand in the direction being pulled and in lateral directions.

The process is shown in Fig. 12.1, which may be the only fundamental development in the theory of elasticity reported in a newspaper article in quite a while [12.1].

There may indeed be something new under the sun.

Reference

Antirubber. Roderic Lakes of the University of Iowa has developed a material that, when pulled apart on two sides, expands on all sides. When pushed together, it contracts on all sides. It also absorbs energy more effectively than other materials.

Uncompressed cell. Antirubber is created by transforming the open-cell structure in normal polyurethane or metal foam.

Collapsed cell. The foam is compressed by putting pressure on it from all directions. The cells collapse or fold in upon themselves, and after heating, are solidified into the collapsed configuration.

Expanded cell. It’s the new, collapsed internal structure that produces the antirubber characteristics. As the foam is pulled apart, the cells unfold and open up in the direction being pulled as well as in all other directions.

Fig. 12.1. Antirubber.
Index

Absolute Maximum Shearing Stress
(See Shearing Stress, Absolute Maximum)

Acceleration, centrifugal 169

Adams, G. G. vii

Adiabatic Deformation 181

Ainso, H. 137,139

Airy, G. 108

Airy's Stress Function 108, 109, 111, 114, 125, 129, 132, 134–139

Analogy, Membrane (See Membrane Analogy)

Analytical Solutions 181, 199

Angle of Rotation (See Rotation, Angle of)

Angular Momentum, Principle of 23, 24

Anisotropic Material (See Material, Anisotropic)

Antirubber 224

Approximate Methods (See Finite Element and Rayleigh–Ritz Methods)

Area Element 90, 91

Axes
  Neutral 84
  Principal (See Principal Axis)
  Rotation and Transformation of (See Transformation of Coordinates)

Axially Loaded Bar (See Bar, Axially Loaded)

Axisymmetric
  Displacements 115–117
  Loading of Cylinders 117

Plate with Hole (See Disk, Thin)
  Stresses 115–117, 120, 121, 124

Ayre, R. S. 166, 169, 179

Barry, J. E. 137, 139

Bars
  Axially Loaded 76–80, 191
  Bending of (See Beams)
  Prismatic 77, 167–169, 182, 183
  Torsion of 101
  Vibration of 167–169, 178

Basis Vectors (See Vectors, Basis)

Baushinger Effect 214

Bazant, Z. P. 53, 54, 220, 222

Beam(s)
  Bending of 80–89, 104
  Boundary Conditions for 83–86, 129
  Cantilever 80–89, 131, 136
  Compatibility Equations for 82, 83
  Concentrated Force on 81–89
  Curved 124–127, 135
  Deep (See Diaphragm)
  Distortion of Cross-Sections of 83
  Distributed Load on 128–131
  Elementary Theory of 80–84, 131
  Elasticity Theory of 84–89, 128–130
  End Loading on 81, 84
  Equations of Equilibrium for 81, 85
  Kinematic Relations for 82, 83
  Narrow 128–131

225
Beam(s) (cont.)
Rotation of 169-179
Simply-Supported 128-131, 137
Stresses in 81-89, 128-131
Torsion of (See Torsion)
Transverse Loading on 131
Twist of (See Torsion)
Beltrami, L. 70
Beltrami–Michell (Stress)
Compatibility Equations 70, 82, 85, 109, 118
Beltrami and Haigh Criterion, 206
Bending (See Beams)
Betti, E. 192
Betti’s Law 166, 192
Biharmonic Equation 111, 115, 122
Bianchi Formulas 50, 53
Bodies, Elastic (See Elastic Body)
Body Force (See Force, Body)
Bolt, B. A. 162, 179
Boresi, A. P. 66, 127, 138, 139, 183, 200, 201, 205, 221, 222
Boundary
Bottom 83, 84
Circular 120, 121
Curve 89
End Points on 96
Horizontal 132
Lateral 83, 84, 86, 170
Top 82, 83
Boundary Conditions 68, 71, 72, 169, 185
Displacement 68, 70, 83
in Bending 83-86
in Plane Problems 112, 117, 120, 122, 124, 125, 129, 132
in Plates (See Plates, Clamped)
in Torsion Problems 90, 92, 93, 95
Kinematic 194 (Also See Displacement)
Periodic 122
Static (See Traction)
Stress-free 124
Traction 83–85
Boussinesq problem 131
Bulk modulus (See Modulus, Bulk)
C-Curve 209–211
Cai, Y-X viii
Calculus of Variations 196
Calladine, C. R. 208-213, 222
Cantilever Beam, Bending of (See Beam, Cantilever)
Cartesian
Coordinates (See Coordinates, Cartesian)
Tensors (See Tensors, Cartesian)
Chen, W. F. 65, 66
Chong, K. P. 66, 138, 139, 200, 201
Circular Cross-Section (See Cross-Section, Circular)
Coefficient(s)
in Rayleigh-Ritz Method 196
of Thermal Expansion 64, 65
Columns 137
Compatibility 49–51, 74
Compatibility Equations 49, 50, 70, 82, 83, 92, 109, 111, 146, 176
Beltrami-Michell (See Beltrami-Michell Compatibility Equations)
St. Venant (See St. Venant Compatibility Equations)
Complementary Energy, Principle of (See Principle of Minimum Complementary Energy)
Complementary Energy 194
Density 181, 194
Functional 195
Components
Normal 17–21
of a Vector 1–3
of a Tensor 7, 8
of Strain 41
of Stress 14, 15
of Traction 16
Tangential 19
Compression 124
Conservative
Field 108, 194, 195
Forces 108, 194
Constants, Material (See Material Constants)
Constitutive
Equations 1, 55, 65, 67, 108
Modelling 65
Continuity, $C^1$ 23
Continuum 199
Contraction
  Fractional 62, 80
  Lateral 83, 84
  of Tensors 9
Constraint(s) 185
Convention
  Comma 6
  Pi 6
  Range 5
  Summation 5, 6, 165, 166, 196
Convergence Criteria 199
Coordinates
  Cartesian 1–5, 14, 18, 27, 37, 39, 112, 113, 128, 156
  Curvilinear 4
  Cylindrical 4, 112–117, 120, 131
  Final 39–41
  Initial 39–41
  Polar 112, 113, 120, 146, 152
  Principal 32–35
  Rotation of 6, 7
  Transformation of (See Transformation of Coordinates)
Corner, Stresses at 89, 101
Correspondence of Forces and Displacements 181
Coulomb, C. A. 81, 96
Coulomb Theory of Torsion 90–92, 100, 104
Coulomb's Criterion 206
Couple-Stress Vector 13
Courant, R. 199, 201
Crack Propagation 124
Cramer's Rule 27, 29
Cross-Product 2, 11
Cubic Material (See Material, Cubic)
Curl 4
Cross-section
  Annular 92
  Circular 90–92, 176–178
  Hollow Cylindrical 92
  Long, Narrow-Shaped 101–104
  Non-circular 92
  Rectangular 76–89, 101–104, 196–199
Elliptical 98–101, 178, 199
  Area of 99
  Moments of Inertia of 99
  Square 198
  Triangular 105
  Curved Beam 124–127
Cylinder(s)
  Concentric 137, 138
  Thick-Walled 117–120, 127, 128, 137
  Thin-Walled 118, 119, 134
Cylindrical
  Body (See Cylinder)
  Coordinates (See Coordinates, Cylindrical)
  Surface (See Surface, Cylindrical)
D'Alembert's principle 156
Dam 107
Damping 155
Data, Physical 64
Datum, Reference 57, 107
Davis, H. F. 17, 18, 38
Dead-Weight Loading (See Self-Weight)
Deflection of Beams (See Beams, Deflection of)
Deformation(s) 13, 39–54
  Normal 101
  of Cross-Section 77–80, 96, 97, 99
  Virtual 190
Del Operator 3
Density (See Mass Density)
Desai, C. S. 6, 12, 45, 54
Detrusion(s) 47
Diaphragm 107, 137
Differentiation, Partial 6
Digital Computer 199
Dilatation 47, 159
Direction Cosines 7, 10, 16, 17, 32, 37, 58–61, 94, 113, 114
  Matrix of 7
  Normality of 10
  Orthogonality of 10
Direct Method 73
Discrete Loading (See Loads, Discrete)
Dislocation, Rotational 127, 128
Disk, Thin 117–122
Index

Displacement(s)  42-53, 97, 98, 164, 184-196
Approximations for  196
Axisymmetric  115, 116
Components of  40
Field  49, 68, 70, 72
Formulation  67, 68, 70, 194
Gradient(s)  44
in Plane Problems  115-117, 127
in Prismatic Bars  77-80, 191
in Torsion  91, 96-101
in Two-Dimensional Problems (See in Plane Problems)
Longitudinal  156
Normal  101, 141-154, 158
Radial  128
Real  191, 192
Reciprocal (See Maxwell's Law of Reciprocal Displacements)
Rigid-Body (See Rigid Body Motion)
Single-Valued  49, 68, 70, 72
State  194
Vector  39-41, 47
Virtual  186-190
Distortion  39, 43
Divergence  4
  Theorem  5, 22, 71, 186
Dot Product  2, 3
Dummy Index (See Index, Dummy)
Dyad(s)  18, 19
Dyadic  8, 18, 21, 36
  Notation  116
  Representation of Stress  18

Effective Causes, Method of  180
Elliptical Bar (See Cross-Section, Elliptical)
Eigenvalue(s)  27, 45, 164
  Problem  27, 164, 168
Eigenvector(s)  45, 164
Einstein Summation Convention  5
Elastic
  Body  39, 185, 187
  Constants  57-63
  Linear(ly)  55
  Material  56, 57
  Moduli  55
  Nonlinear  55

Elasticity
  Infinitesimal  42
  Theory of  1, 39, 42, 67, 73, 74, 84, 85, 92, 180, 182, 199
  Thermal  74
  Two-Dimensional  107-139
Elongation(s)  47
  Relative  43
Energy  203
  Balance  181
  Complementary (See Complementary Strain Energy)
  Conservation of  181
  Criteria  89
  Density (See Strain Energy Density; Complementary Strain Energy Density)
  Difference  71, 72
  Internal  181
  Methods  101, 180, 195
  Potential  193, 194
  Principle(s)  180-201 (Also See Principles of Minimum Complementary Energy and Minimum Total Potential Energy)
States
  Natural  57
  Zero  57
Strain (See Strain Energy; Complementary Strain Energy)
Engineering Material Constants  61, 62, 164
Equilibrium  13, 16, 22-25, 67-70, 74, 75, 82, 84, 85, 91, 185, 190
Equilibrium Equations  1, 24, 25, 55, 67, 76, 82, 108, 111, 136, 164, 170, 186
  in Polar Coordinates  115
  in Terms of Displacements  68, 136
  in Two Dimensions  108, 111, 115
Errors  198, 199
Euler, L.  81, 180, 199
Eulerian Strain Tensor (See Strain Tensor, Eulerian)
Even Function (See Function, Even)
Expansion
  Coefficient of Thermal (See Coefficient of Thermal Expansion)
  Volume  46-48
Explosion 119
Extension 46, 53, 76-80
Extensional Components 15, 42
Extremum 24, 141

Failure Criteria 202-222
Surface 214
Theories 205, 206, 220, 221
Fatigue 124
Fenster, S. K. 34, 37, 38, 51, 54, 83, 105, 106, 132, 135-137, 139
Filonenko-Borodich, M. 45, 47, 54, 68, 70-72, 75, 101, 105, 126, 139, 141, 154, 156, 179
Final Causes, Method of 180
Finite Element Method 195, 199
Flexural Rigidity 145
Force(s) (Also See Loads)
Applied 184, 185, 190
Axial 171
Body 13, 15, 37, 70, 74, 108, 129, 136
Distributed 137
Formulation (See Formulation, Force)
Inertial 170
Real 192
Surface 13
Virtual (See Virtual Force)
Formulation 67-70
Displacement 67, 68
Force 68-70
Hybrid 70
Mixed 70
Forray 187, 200
Foster, R. M. 165, 179, 188, 200
Fourier
Analysis 147
Coefficient 148
Series 163
Fractional Contraction (See Contraction, Fractional)
Fracture Mechanics 124, 220
Frequency, Natural 153
Functional 193, 195, 197
Functions
Comparison 196

Gains, J. H. 74, 75, 105, 106
Galilei, Galileo 80, 180
Geometric Relations 112, 113
Gere, J. M. 101, 106
Gibbs, J. W. 18
Gopu, V. K. A. 200, 201
Gould, N. viii
Gould, P. L. 82, 154
Gradient 3, 94
Gravity 13, 129
Green, G. 1, 56
Green's Function 11, 55
Green's Theorem 5, 172, 173

Hamidi, R. 28, 38
Harmonic Function (See Function, Harmonic)
Henderson, J. C. C. viii
Herrmann, G. vii
Herrmann, L. R. 28, 38
Hilbert, D. 199, 201
Hodge, P. G. 207, 222
Hole(s)
Circular 120-124
Stress Concentration at 124
Hooke, R. 55
Hooke's Law 56-64, 83, 108, 171, 214
Hourani, M. vii
Huber, v. Mises, Hencky Criterion 206
Hybrid Formulation (See Formulation, Hybrid)
Hydrostatic Stress (See Stress, Hydrostatic)
Hypothesis of Linear Elements 141
Hysteresis Loop 55
Increment, Linear 193
Incompressible 216
Index 5, 28
Indices
  Dummy 5, 16, 35, 40, 68, 190
  Free 5, 68
  Repeated 5, 186
Indicial Notation 5, 63, 189
Inelastic Regime 56
Inner Product 2
Integral(s)
  Surface 22, 23
  Volume 22, 23
Invariant(s) 27, 28
  Strain 46, 51
  Stress 27, 31, 205–208, 212
Inverse Method 73
Isotropic 8
Isotropic Materials (See Materials, Isotropic)

Jacobsen, L. S. 166, 169, 179

Kinematic
  Boundary Conditions (See Boundary Conditions, Kinematic)
  Equations 1, 39, 42, 50, 55, 62, 67, 116
Kinetic Energy (See Energy, Kinetic)
Kirchhoff, G. 141
Kronecker Delta 8, 9, 26

Lagrangian Strain Tensor (See Strain Tensor, Lagrangian)
Lakes, R. 223, 224
Lamé, G. 61, 119
Lamé
  Constants 61
  Equations 68, 156
Lateral Contraction (See Contraction, Lateral)
Lim, C. K. 28, 38
Lin, W. J. 205, 222
Linear Momentum, Principle of (See Principle of Linear Momentum)
Little, R. W. 59, 60, 66, 74, 75, 116, 128, 130, 131, 135, 139
Loads (Loading)
  Applied 13
  Axisymmetric 150
  Concentrated 81, 84, 131–133
  Discrete 190
  Distributed 128, 134, 137, 140, 141
  Dynamic 155
  External 13, 181, 184
  Gravity (See Self-Weight)
  Pressure 117–119, 138
  Radial 122
  Sand Heap 154
  Statically Equivalent 74
  Thermal 59
  Transverse 131
  Uniform 137, 148
  Work done by 181, 184
Love, A. E. H. 56, 57, 66, 107, 139

Ma, Y. 6, 12, 45, 54
Malvern, L. E. 51, 53, 54
Mariotte, E. 81
Mass Density 22, 129
Material(s)
  Anistropic 58, 65, 214–220
  Behavior 55–66
  Brittle 206, 220
  Capacity 31
  Constants (See Elastic Constants)
  Cubic 60
  Directional Independence of 66
  Ductile 206, 213, 220
  Elastic 55–66, 181
  Isotropic 61, 63, 65, 108, 181, 201–208, 215, 216
  Law 56–64
  Linear(ly) Elastic 55, 56
  Mechanical Properties of 55
  Monoclinic 59
  Nonlinear 182
  Nonlinear Elastic 182
  Orthorhombic 60
  Orthotropic 60, 65, 217, 219
  Properties of 64
<table>
<thead>
<tr>
<th>Term</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid Plastic</td>
<td>190</td>
</tr>
<tr>
<td>Rotational Independence of</td>
<td>60</td>
</tr>
<tr>
<td>Strain Tensor (See Strain Tensor, Material)</td>
<td>56</td>
</tr>
<tr>
<td>Uniaxial Behavior of</td>
<td>55, 56</td>
</tr>
<tr>
<td>Maximum Shearing Stress (See Shearing Stress, Maximum)</td>
<td>103</td>
</tr>
<tr>
<td>Maxwell, J. C.</td>
<td>192</td>
</tr>
<tr>
<td>Maxwell's Law of Reciprocal Displacements</td>
<td>192</td>
</tr>
<tr>
<td>Mazors</td>
<td>220, 222</td>
</tr>
<tr>
<td>Mean Pressure (See Pressure, Mean)</td>
<td>56</td>
</tr>
<tr>
<td>Meek, J. L.</td>
<td>205, 222</td>
</tr>
<tr>
<td>Membrane</td>
<td>87, 88, 101–104</td>
</tr>
<tr>
<td>Analogy</td>
<td>87, 102</td>
</tr>
<tr>
<td>Deflection of</td>
<td>87, 102</td>
</tr>
<tr>
<td>Slope of</td>
<td>103</td>
</tr>
<tr>
<td>Volume under</td>
<td>102, 103</td>
</tr>
<tr>
<td>Mechanical Tests</td>
<td>58, 61, 64</td>
</tr>
<tr>
<td>Michell, J. H.</td>
<td>70</td>
</tr>
<tr>
<td>Minimum</td>
<td>193–195 (Also See Principles of Minimum . . .)</td>
</tr>
<tr>
<td>v. Mises Yield Condition</td>
<td>211–213</td>
</tr>
<tr>
<td>Mixed Formulation (See Formulation, Mixed)</td>
<td>192</td>
</tr>
<tr>
<td>Modulus (Modulii)</td>
<td>66</td>
</tr>
<tr>
<td>Bulk</td>
<td>55</td>
</tr>
<tr>
<td>of Elasticity</td>
<td>55</td>
</tr>
<tr>
<td>Shear</td>
<td>62</td>
</tr>
<tr>
<td>Young's</td>
<td>55</td>
</tr>
<tr>
<td>Mohr's Circle</td>
<td>37, 114</td>
</tr>
<tr>
<td>Moment</td>
<td>124, 126, 128, 147, 173</td>
</tr>
<tr>
<td>Bending</td>
<td>124, 126, 128, 147, 173</td>
</tr>
<tr>
<td>First Moment of Area</td>
<td>81</td>
</tr>
<tr>
<td>of Inertia</td>
<td>81, 131</td>
</tr>
<tr>
<td>Polar Moment of Inertia</td>
<td>91</td>
</tr>
<tr>
<td>Twisting (See Torsion)</td>
<td></td>
</tr>
<tr>
<td>Monoclinic Material (See Material, Monoclinic)</td>
<td>107</td>
</tr>
<tr>
<td>Mosallam, A. S.</td>
<td>vii</td>
</tr>
<tr>
<td>Movement, Relative</td>
<td>43</td>
</tr>
<tr>
<td>Normal</td>
<td>13</td>
</tr>
<tr>
<td>Face</td>
<td>13</td>
</tr>
<tr>
<td>Plane</td>
<td>17, 18</td>
</tr>
<tr>
<td>Section</td>
<td>25</td>
</tr>
<tr>
<td>Stress (See Stress, Normal)</td>
<td>13, 26, 29, 35</td>
</tr>
<tr>
<td>Normality</td>
<td>10</td>
</tr>
<tr>
<td>Numerical Solutions</td>
<td>199</td>
</tr>
<tr>
<td>Oblique Planes (See Planes, Oblique)</td>
<td></td>
</tr>
<tr>
<td>Octahedral Planes (See Planes, Octahedral)</td>
<td></td>
</tr>
<tr>
<td>Shearing Strains on (See Shearing Strain, Octahedral)</td>
<td>33, 34</td>
</tr>
<tr>
<td>Shearing Stresses on (See Shearing Stress, Octahedral)</td>
<td>33, 34</td>
</tr>
<tr>
<td>Odd Function (See Function, Odd)</td>
<td></td>
</tr>
<tr>
<td>Ohtani, Y. C.</td>
<td>66</td>
</tr>
<tr>
<td>Operator Notation</td>
<td>3, 4</td>
</tr>
<tr>
<td>Ordered Triple</td>
<td>2, 5</td>
</tr>
<tr>
<td>Orthogonality</td>
<td>10, 164, 165</td>
</tr>
<tr>
<td>Orthorhombic Material (See Material, Orthorhombic)</td>
<td></td>
</tr>
<tr>
<td>Orthotropic Material (See Material, Orthotropic)</td>
<td></td>
</tr>
<tr>
<td>Outer Product</td>
<td>2, 3</td>
</tr>
<tr>
<td>Pearson, C. E.</td>
<td>27, 38, 49, 54, 74, 163, 167, 179</td>
</tr>
<tr>
<td>Peng, M.</td>
<td>viii</td>
</tr>
<tr>
<td>Permutation Symbol</td>
<td>8, 9</td>
</tr>
<tr>
<td>Pi Convention (See Convention, Pi)</td>
<td></td>
</tr>
<tr>
<td>Pi Plane</td>
<td>209–212, 221</td>
</tr>
<tr>
<td>Pierce, B. O.</td>
<td>165, 179, 188, 200</td>
</tr>
<tr>
<td>Pipe, Pressurized</td>
<td>117–119, 137, 138</td>
</tr>
<tr>
<td>Plane(s) (Also See Sheets, Thin)</td>
<td></td>
</tr>
<tr>
<td>Middle</td>
<td>141, 142</td>
</tr>
<tr>
<td>Oblique</td>
<td>32, 33</td>
</tr>
<tr>
<td>Octahedral</td>
<td>33</td>
</tr>
<tr>
<td>of Maximum Shearing Stress</td>
<td>33, 34</td>
</tr>
<tr>
<td>of Principal Strain</td>
<td>45, 46</td>
</tr>
<tr>
<td>Sections</td>
<td>107</td>
</tr>
<tr>
<td>Strain (See Strain, Plane)</td>
<td></td>
</tr>
<tr>
<td>Stress (See Stress, Plane)</td>
<td></td>
</tr>
<tr>
<td>Plastic Hinge</td>
<td>190</td>
</tr>
</tbody>
</table>
Plasticity, Theory of 48, 208, 211, 220
Plate (Also See Disk, Thin and Sheet, Thin)
   Annular 152, 153
   Bending of 107, 140–154
   Circular 150–153
   Clamped 151
   Equation 145, 146
   Rectangular 146, 150
   Semi-Infinite 131–133, 155
   Simply Supported 147, 151–154
   Solid 151, 154
   Triangular 134
Podgórski, J. 213, 214, 222
Point
   Neighboring 39
   Reference 39
   Pointwise Description 1
Poisson Effect 80, 83, 84
Poisson, S. D. 1
Poisson’s
   Equation 94
   Ratio 62, 80, 167, 223, 224
Polar
   Coordinates (See Coordinates, Polar)
   Moment of Inertia 91
Polynomial(s)
   Solutions 112, 130, 151
Popov, E. P. 114, 139
Position Vector (See Vector, Position)
Potential
   Energy, Principle of (See Principle of Minimum Total Potential Energy)
   Energy Functional 193
   Function (See Function, Potential)
   of Applied Loads 194
   of External Forces 194
Praeger, W. 207, 222
Prandl, L. 101
Pressure Loading (See Loading, Pressure)
Principal
   Axis 32, 60
   Coordinates 27, 30, 32, 46
   Directions 28
   Planes 27–30, 33, 37, 38
   Strain(s) 45, 46
   Stress(es) 25–27, 34, 37, 46
Principle(s)
   of Angular Momentum 23, 24
   of Linear Momentum 23
   of Minimum Complementary Energy 194, 195
   of Minimum Total Potential Energy 193, 194
   of St. Venant (See St. Venant’s Principle)
   of Superposition 124
   of Virtual Displacements 186–190, 200
   of Virtual Forces 191, 200
   of Virtual Work 184–190
   Variational 192–195
Prismatic Bar (See Bar, Prismatic)
   Projection Theorem 35
   Proportional Limit 56
   Pure
      Bending 124
      Shear 62, 91, 203, 215
Quasi-Axisymmetric 117, 128
Rayleigh, Lord (John W. Strutt) 196
   Rayleigh’s Quotient 167
   Rayleigh-Ritz Method 166, 196–200
   Radius Vector 90–92
   Range Convention (See Convention, Range)
   Reciprocal Theorems 191, 192
   Rectangular Bar
      in Bending (See Bar, Bending of)
      in Torsion (See Bar, Torsion of)
   Rectangular Cross-Section (See Cross-Section, Rectangular)
   Region, Simply Connected 53, 72
   Relative Elongation (See Elongation, Relative)
   Rigid Body Motion 39, 72, 79, 112
   Rigid Plastic Analysis 190
   Ring (See Rotational Dislocation)
   Rotation
      Angle of 44, 45, 52, 86, 90–92, 97
      Average 45, 86
Matrix 7
of Coordinates 6, 7
of Fibers 44
Rate of Change of 80, 92 (Also See Twist, Rate of)
Tensor 45, 51
Rotational Dislocation (See Dislocation, Rotational)

Saint-Venant, B. d. A. J. C. 73, 74, 76, 84, 92, 102, 170
Saint-Venant's Criterion 206
(Strain) Compatibility Equations 50, 70, 82, 109–112, 170
Principle 74, 76, 92, 112, 120, 126
Theory of Bending 84–89
Theory of Torsion 92–101
Saleeb, A. F. 64, 66
Scalar 3, 4, 8
Field 3
Schallert, K. vii
Schokker, A. viii
Seeley, F. B. 127, 139, 200, 201, 205, 221, 222
Self-Equilibrated State of Stress (See Stress, Self-Equilibrated State of)
Self-Weight 13, 76, 128
Semi-Inverse Method 68, 71, 78, 86, 170
Shafigh-Nobari, F. 28, 38
Shaft, Circular 90–92
Prismatic 92–98
Shape Change(s) 46–48
Shear 53
Horizontal 81
Pure 36, 62, 91
Test 218
Shearing Modulus (See Modulus, Shearing) Strain 43, 44, 49, 161, 162, 170, 176
Maximum 46
Octahedral (See Strain on Octahedral Planes) Stress(es) 65, 80–89, 92–95, 100, 103, 104, 108–111, 114, 115, 120, 122, 123, 128–139, 170, 203, 207–210
Absolute Maximum 33, 34
Components of (See Stress, Shearing Components of)
Distribution of 99, 199
In-plane 92
Maximum 101, 103
Octahedral (See Stress on Octahedral Planes)
Pure (See Pure Shear)
Transverse 144
Yield 205
Sheet, Thin 119–124
Shin, S-H viii
Shorthand Notation (See Indicial Notation)
Sidebottom, O. M. 127, 139, 200, 201, 205, 221, 222
Sierakowski, R. L. 64, 66
Sign Convention for Stresses 15
Single-Valued Displacements (See Displacements, Single-Valued)
Singly-Connected Regions 53, 72
Singularity 124
Smith, J. 127, 139, 200, 201, 205, 221, 222
Solution Strategies 73, 74, 98, 108–110
Space Diagonal 208–211
Spatial Strain Tensor (See Strain Tensor, Spatial)
Sridharan, S. vii
Stability Condition 215
Statically Indeterminate System 24
Strain(s) 41–54, 170, 186–190, 203, 207
Absolute Maximum Shearing 33, 34, 101
Axial 160, 168
Compatibility 49, 50
Components of 42–45
Cubical 66
Detrusional 47
Deviator 47, 48
Dilatational 47
Displacement Relations 42, 143, 187
Index

Strain(s) (cont.)
Energy 71, 184, 187, 192
Energy Density 56, 181, 183, 184, 189, 193, 194, 204–208
Energy Density, Complementary (See Complementary Strain Energy Density)
Engineering 56
Extensional 42
Field 51, 53, 68
Finite 45
Function 57
Homogeneous 53
Linear 51, 53
Infinitesimal 42, 53
Invariant(s) (See Invariants, Strain)
Mean 17, 48, 51
Normal 47, 48, 51, 204
on an Oblique Plane 46
on Octahedral Planes 46, 51
Physical Interpretation of 42–45
Plane 107, 110–112, 128
Principal 45, 46
Principal Axes of 60
Real 138
Shearing (See Shearing Strain)
Stress Relations 59, 71
Symmetry of Strain Tensor 42
Tensor 39–42, 46–48, 51
Eulerian 41, 45
Lagrangian 41, 45
Material 41
Spatial 41
Thermal 64
Transformations 42
Virtual (See Virtual Strain)
Volumetric 47
Strength of Materials vii, 76, 80, 90, 92, 119, 127, 131, 161, 162
Stress(es) 13–38, 170, 181–184, 203
Absolute Maximum Shearing 33, 34
at a Point 14–17, 37
Axial 76, 203, 218
Axisymmetrical 115–117, 120–127
Biaxial 219
Circumferential 113, 115, 117–127, 138
Components of 14, 15, 17, 19–22, 56, 57, 61, 144
Concentration 124
Concentration Factor 124, 134
Displacement Relations 67
Deviator 48, 205, 209, 210, 212
Dyadic Representation of 18, 19
Field 68, 126
Formulation (See Formulation, Force)
Function 85–90, 93–96, 98–100, 108–112, 114–116, 122, 125, 126, 129, 130, 132, 134–139, 170, 177, 179 (Also See Airy Stress Function)
Hydrostatic 36, 213, 216
in a Bar 76–80
in a Beam 80–89
in a Curved Beam 124–127
in a Narrow Beam 128–131
in a Shaft 90–101
in a Thick-Walled Cylinder 117–120
in a Thin Plate 149, 153
in a Thin Sheet 117–124
in Principal Coordinates 32–35
Intensity 13
Internal 13
Invariants (See Invariants, Stress)
Linear 36
Maximum 89, 118, 119
Membrane 149
Nominal 118, 119
Normal 84, 144, 145
Normal Component 15, 33, 205, 209
on a Normal Plane 17, 18
on an Oblique Plane 32, 33
on Octahedral Planes 33, 37, 38, 204–208, 213, 221
Principal 25–32, 207, 210, 216
Principal Axes of 65
Pure Shear 36, 62, 91, 203, 218
Radial 113, 115, 117–127
Resultant 144
Shearing (See Shearing Stress)
Shearing Components of 14, 15
Space 208, 214
State of 13–21, 35, 36
Strain Equations 56–61, 143, 172
(Also See Constitutive Equations and Material Law)
Strain Curve 56
Stephen, N. G. 170, 175, 179
Symmetry of Stress Tensor 24
Tangential Component of 36
Tensor 14, 17, 19–21, 23, 38, 56, 164
Transformation of 113–115
Torsional (See Shearing Stresses)
Transformation Law 17, 35
Triaxial 200
Vector 13
Strength Criteria 202–222
Strutt, John W. (See Lord Rayleigh)
Subscript 14 (Also See Index)
Sufficient Conditions 67
Summation Convention (See Convention, Summation)
Superposition, Principle of (See Principle of Superposition)
Surface
Cylindrical 88
Forces 13
Integral 22
Lateral 84, 92
Traction (See Boundary Conditions, Traction)
Symmetry
Conditions 58–61
Double-Plane 59
of the Strain Tensor 42
of the Stress Tensor 24
Single-Plane 58
System 155

Temperature
Changes 64
Datum 64
Tensile Test Diagram (See Stress-Strain Curve)

Tension
Biaxial 124
Test 203–205, 207
Uniaxial 120, 121
Uniform 120
Tensor(s)
Algebra of 8–10
Cartesian 7, 8, 10
Components of 7, 8
Contraction of 9
Definition of 7
First-order 8, 11
Fourth-order 8, 57, 214
Higher-order 8
Notation 8
Operational 8–10
Operations 8–11
Rotation of (See Transformation of)
Second-order 8, 11, 214
Sixth-order 214
Skew-Symmetric 42
Strength 214–220
Stress (See Stress Tensor)
Strain (See Strain Tensor)
Symmetric (See Symmetry)
Third-order 8, 11
Transformation Law (See Transformation Law for Tensors)
Zero-order 8
Tetrahedron, Differential 15, 16
Thermal
Expansion, Coefficient of (See Coefficient of Thermal Expansion)
Loads 64
Strain(s) 64
Theory of
Beam Bending 1, 107
Elasticity (See Elasticity, Theory of)
Plates 1, 107
Rods 1, 107
Shells 1, 107
Stability 107
Thick-Walled Cylinder (See Cylinder, Thick-Walled)
Thick-Walled Pipe (See Pipe, Thick-Walled)
Thin Disk (See Disk, Thin)
Time-Dependent Effects 155–179

Todhunter, I. 74

Tong, G. viii

Torque 90, 105, 221

Torsion 90-105

Boundary Conditions in (See Boundary Conditions in Torsion Problems)

Capacity 102

Coulomb (See Coulomb Theory of Torsion)

Displacements in (See Displacements in Torsion)

Non-uniform 101

of Various Cross-Sections

Circular 90-92

Elliptical 98-101

Prismatic 92-98

Rectangular 196-199

Square 198, 199

Thin-Walled Members 102-104

St. Venant (See St. Venant Theory of Torsion)

Shearing Stress in (See Shearing Stresses)

Semi-Inverse Method in (See St. Venant Theory of Torsion)

Test 203-205, 207, 218-220

Uniform 92

Torsional

Moment 90, 91

Rigidity 91, 146

Stress (See Shearing Stress)

Traction(s) 13-26, 30, 32, 35, 36, 38, 72, 83-85, 165

Components of 14-19, 26, 30, 83, 169

Transformation

Law for Tensors 8, 11, 17

of Coordinates 6, 7, 58-61, 214

of Strains 42, 113-115

of Stresses 17, 37, 113-115

Tresca Yield Condition 206, 210-213

Triangular Bar (See Cross-Section, Triangular)

Trigonometric Series (See Fourier Series)

Tsai, S. W. 214-220, 222

Turbine Blade 169, 170

Twist, Rate of 91, 97, 98, 100, 101, 103-105 (Also See Torsion)

Twisting Moment (See Moment, Twisting)

Two-Dimensional Elasticity 107-137, 175, 176

Ugural, A. C. 34, 37, 38, 51, 54, 83, 105, 106, 132, 135-137, 139

Uniaxial

Behavior 55, 56

Tension 55, 56

Test 55, 56

Uniqueness 49, 71, 72

Variational

Methods, Direct 195-199

Operation 193

Principles 192-195

Variation of

Displacement 193

Internal Strain Energy 193

Strain 193

Vector(s) 1-7

Algebra 1-5

Basis 32

Components 2, 6

Couple-Stress 13

Double 18, 19 (Also See Dyads)

Field 1, 3

Length 1

Magnitude 1

Multiplication 2

Point Function 3, 5

Position 6, 7, 22, 23

Tangent 124

Unit 2, 5, 15, 18, 30, 32

Velocity, Angular 168, 169
Vibration(s) 155–169
 Axial 166–168
 Free 163–168
 Harmonic 159–163
 Longitudinal 156–162
 Period of 159
 Transverse 158–159, 161–163
 Vinson, V. R. 64, 66
 Virual
 Displacements 185–190
 Displacements, Principle of 186
 Effects 137
 Force(s) 191
 Forces, Principle of 191
 Strain(s) 185
 Stress(es) 185
 Work, External 185, 189
 Work, Internal 186, 187
 Work, Principal of 184–186
 Volterra, E. 74, 75, 105, 106

Wave
 Equation 157
 Length 161
 Velocity 155, 161, 162
 Waves
 Dilatation 157
 Incompressible 159
 Irrotational 158
 Love 163
 Pressure 157, 161
 Propagation of 156–159, 169
 Shear 169
 Westergaard, H. M. 1, 12, 15, 38, 44, 47, 54, 55, 66, 74, 75, 92, 105
 Work
 of External Loading 184
 Virtual, Principle of (See Virtual
 Work, Principle of)
 Wu, E. M. 214–220, 222

Volume
 Change 46–48
 Element 46
 Integral 22

Wang, P. J. 170, 175, 179
 Wang, X. F. viii
 Warping 97
 Function 98

Yielding 55, 205
 Yield Point 55
 Yield Surface 208–214
 Young, T. 55
 Young’s Modulus 55, 178

Zahalak, G. vii
 Zubelwicz, A. 53, 54